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FOREWORD
From AI‑empowered philanthropy to 

philanthropy‑driven AI

Artificial intelligence (AI) and philanthropy may seem like odd companions, yet this Handbook 
shows the relevant and profound connection between the two fields, providing an indispensable 
guide for those at the forefront of this dynamic intersection.

The swift advancement of AI has reshaped countless sectors, including philanthropy. This is 
one side of the coin, analyzed in detail in the following chapters: what AI can do for philanthropy. 
As charities seek to amplify their impact and address multidimensional societal issues, AI offers 
new approaches for innovation, efficiency, and effectiveness in allocating resources that are con‑
stantly and inevitably too limited. The Handbook investigates how AI can upgrade organizational 
strategies for problem‑solving, resource distribution, and impact assessment, and examines its 
applications, consequences, and possibilities within the philanthropic domain. AI appears to be 
a significant agent of change, potentially invaluable in a sector occasionally prone to excessive 
caution or conventional approaches. In essence, the transformative power of AI might embolden 
philanthropy to aspire to greater and improved outcomes.

The other side of the coin is what philanthropy can do for AI. Here, the innovation may seem 
less conspicuous, but it is equally and, one may argue, perhaps even more significant. Philanthropy 
can play a crucial role in AI’s development and ethical integration by providing the necessary 
support for AI research, innovation, development, and deployment while enabling a diverse field 
of practitioners. The philanthropic sector can fund unique initiatives beyond the scope or remit of 
business and state organizations and drive technological advancements in AI that benefit society 
and the environment. For example, philanthropic organizations can invest in tailored educational 
programs that equip future generations with the skills to excel in an AI‑dominated landscape, 
emphasizing technical expertise, ethical considerations, sustainability, and societal impact. Fur‑
thermore, philanthropy can bridge gaps by supporting AI applications in public interest areas that 
may be overlooked by commercial and public actors, such as in healthcare, environmental con‑
servation, and the cultural sector. Additionally, philanthropic efforts can support the development 
and application of ethical guidelines and legal frameworks that govern AI development. Funding 
research into AI’s social implications, including bias, fairness, and transparency, can lead to more 
responsible and accountable design and use of AI systems. By focusing on these areas, philan‑
thropy can ensure that AI advancements work toward the greater good.
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Looking at both sides together, there is a crucial, cooperative spirit that may benefit from the 
interplay between AI and philanthropy. AI‑empowered philanthropy and philanthropy‑driven AI 
have the extraordinary opportunity to catalyze cross‑sector collaboration, uniting academia, indus‑
try, and civil society to ensure that AI is aligned with human values, societal necessities, and envi‑
ronmental imperatives. Arguably, this binding function is among the most pressing requirements 
of our era, and philanthropy is well‑placed to successfully fulfill this unique role by leveraging AI. 
By grasping AI’s opportunities and managing its challenges, we can collectively strive to use its 
potential responsibly and inclusively for the greater societal benefit.

The Handbook offers a wealth of perspectives, thanks to contributions from distinguished ex‑
perts across disciplines, including scholars, researchers, and philanthropic representatives. This 
fosters a comprehensive understanding of AI in philanthropy, drawing on fields such as computer 
science, social sciences, and law, to provide a multidisciplinary examination of the topic. In ad‑
dition, the authors do not limit themselves to analyzing AI’s current state within philanthropy but 
also look ahead to future trends and potential shifts. They consider scenarios where AI could rede‑
fine philanthropic strategies, including personalized giving through AI algorithms and augmented 
cooperation and knowledge sharing among philanthropic entities. Acknowledging the global di‑
mension of AI and philanthropy, the authors offer perspectives and case studies from various 
regions, understanding that AI must address worldwide issues such as poverty, healthcare, and 
sustainability, while respecting diverse cultural and political contexts.

This volume starts by offering a more historical account of the relationship between AI and 
philanthropy. It traces the origins of both fields, highlighting their early interactions and the de‑
velopment of AI tools for philanthropic endeavors. The overview acknowledges the potential of 
AI to drive positive social change, while also considering the ethical quandaries and obstacles 
that accompany its use in philanthropy. The Handbook then explores multiple aspects of AI in 
philanthropy, evaluating its applications, effects, and broader implications. It examines AI’s capac‑
ity to drive substantial change, from automating routines and improving resource distribution to 
refining impact measurement or enabling data‑driven decision‑making. The chapters underscore 
AI’s potential to revolutionize philanthropic practices, making them more productive, impactful, 
and responsive to community and beneficiary needs. Additionally, the Handbook confronts the 
difficulties and risks of adopting AI in philanthropy. The authors analyze potential pitfalls, such 
as ingrained biases in AI systems, data privacy concerns, cybersecurity risks, and the necessity for 
responsible AI development and application. They emphasize the need to address these challenges 
with comprehensive governance structures, ethical principles and guidelines, legal frameworks, 
and inclusive approaches that uphold transparency, accountability, and stakeholder participation. 
Case studies that illustrate practical applications and outcomes of AI in philanthropy are included 
to demonstrate its tangible benefits. These examples offer insights into the use of AI in various 
philanthropic contexts, showcasing its practicality in predictive grant‑making models, beneficiary 
engagement through AI‑enhanced communication systems, and more. Finally, the Handbook fo‑
cuses on the confluence of AI, philanthropy, and ethics, stressing the importance of responsible 
and inclusive AI integration. It tackles ethical concerns like algorithmic bias, openness, and ac‑
countability, and advocates for ethical frameworks and guidelines that align with philanthropic 
principles and prioritize community welfare.

As we consider AI’s current and prospective roles in philanthropy, the Handbook is a 
thought‑provoking resource that encourages debate and informed decision‑making among all 
parties involved. It underscores the importance of capacity building and skills development and 
encourages philanthropic bodies to invest in digital literacy, data analytics, and AI expertise to 
leverage these technologies for the public good. The book is set to provide an invaluable resource 
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for researchers, practitioners, policymakers, and philanthropic organizations dealing with the com-
plex issues of AI in philanthropy. Rigorous academic analysis and actionable insights enrich our 
understanding of AI’s potential, challenges, and ethical issues in philanthropic work. It is a com-
prehensive and stimulating guide, perfectly timed to advance the conversation on AI in philan-
thropy, spurring further research and cooperative innovation.

We stand at the threshold of a promising era where the synergies between AI and philanthropy 
present innovative solutions to some of humanity’s most pressing problems. Realizing the full 
spectrum of possibilities AI offers to philanthropy hinges on the collective endeavors of research-
ers, practitioners, and organizations, equipped with insights gleaned from resources such as this 
Handbook. Thanks to similar efforts, we can steer AI’s application in philanthropy toward shaping 
a more equitable, sustainable, and prosperous world for all.

Luciano Floridi
Yale Digital Ethics Center

Yale University
New Haven, CT

and
Department of Legal Studies

University of Bologna
Bologna, Italy
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EDITORS’ INTRODUCTION  
TO THE VOLUME

Giuseppe Ugazio and Milos Maricic

Artificial intelligence (AI) and philanthropy are two ecosystems that have spontaneously inter‑
acted for decades. This interaction, however, has been steered by a select group of influential 
philanthropic actors, mainly linked to the digital and tech sectors. Given the technical complexities 
and the fast pace of AI advancements, most non‑involved philanthropic actors find it extremely 
difficult to start interacting with AI. To remove some of the barriers impeding a fruitful interaction 
between AI and philanthropy, this Handbook proposes a first‑of‑its‑kind, multidisciplinary, aca‑
demic contribution, aiming to facilitate philanthropic actors’ involvement in AI implementation, 
development, and use, while also broadening awareness and knowledge of the potential positive 
impact of AI on the philanthropic sector. In this Handbook, AI is broadly defined as the branch of 
computer science dedicated to developing tools to enable machines to perform tasks that would 
otherwise require human intelligence or skill. With the development of quick and efficient ways 
to share information (e.g., the internet) and the exponential growth in computational resources, 
the past decades have seen AI becoming increasingly ubiquitous in our societies, influencing our 
social, professional, and personal lives (Sheikh, 2021). While previous technological revolutions 
have, arguably, had similar impacts on human societies and the environment, what is unprec‑
edented in the case of AI is not only the pace at which the change is happening but also the poten‑
tial to replace or even outperform human skill in ways never seen before (Gill, 2017). Very few 
sectors, if any, have not been impacted by the rapid development of AI technologies. Appropriate 
incentives, strategies, and tools to ensure that this technology is developed, regulated, and used 
responsibly to benefit society are urgently needed. At present, while it is undeniable that AI is 
contributing to fostering humans’ well‑being, removing barriers to collaboration, and augmenting 
the efficiency of our work, the forces that have shaped AI’s development and use have also exacer‑
bated current profound societal issues such as bias perseverance, widening economic inequalities, 
and increased exclusion of the most vulnerable. As we reach the cusp between one of the latest AI 
hype waves and approach what some call an AI winter (Floridi, 2020), it is now an ideal time to 
empower the increased presence of an actor capable of steering AI’s future development and use 
in alignment with the wider interests of humanity: philanthropy.

The Handbook broadly defines philanthropy as the private giving of time or resources (money, 
security, property) for public purposes (Salamon, 2014) – the latter being codified by the United 
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Nations 2030 Sustainable Development Goals (U.N. SDGs)1 – a definition proposed by the Ge-
neva Center for Philanthropy of the University of Geneva.2 Philanthropic organizations (POs) are 
in the unique position to advocate for and contribute to AI development that is ethical, inclusive, 
and responsible, as they hold as their core goal making humanity thrive while equally understand-
ing private companies’ logic. To do so, however, it is crucial that the philanthropic sector builds a 
solid knowledge of what AI is, what it can bring to society, and where the limits of this technology 
should be set to minimize its risks. To build capacity on AI’s potential, as well as stimulate the ethi-
cal debate on its righteous use, in the present book, we identified two broad key areas of research 
addressed by multidisciplinary experts: (1) unveiling the tools and adoptions of AI with the most 
potential to assist philanthropy’s strategies and operations; (2) identifying the practical and ethi‑
cal principles that should be kept in mind when developing and using AI. By addressing these is-
sues, we aim to provide academics, developers, practitioners, and researchers with the knowledge 
and expertise needed to leverage their respective unique roles, thereby successfully facilitating so-
lutions‑oriented dialogue, aiming to shape our digital (and AI) futures in a human‑centric manner.

This Handbook is divided into four parts. The first, titled AI applications in the philanthropic 
sector,  explores  how AI  can  be  used  to  aid  POs  in  becoming more  efficient  and  increase  the 
impact of their actions, which otherwise, without AI‑based technologies, would be challenging, 
more limited, or  inefficient. The second part, Philanthropies’ regional AI adoption, readiness, 
and applications, offers perspectives written by sector professionals and academics, illustrating 
the current status quo of AI readiness and adoption in the nonprofit sector across several world 
regions, identifying key barriers and recommendations for improvement, while equally presenting 
several applied case studies. Part three, Philanthropy for AI development and regulation, focuses 
on the role of philanthropy in AI development, regulation, and policy‑making. Finally, the fourth 
part, titled Ethics, AI, and philanthropy, explores some of the ethical principles that POs should 
advocate  for,  to guide better AI  implementation and development,  in  the quest  for Ethical and 
Inclusive AI (EIAI).

Part I: AI applications in the philanthropic sector

The Handbook opens with a comprehensive overview by Camilla Della Giovampaola and Ma-
ria Cristiana Tudor on the historical relationship between AI and philanthropy, from their earliest 
interaction in the mid‑20th century up to the most relevant contemporary movements, such as AI 
for Social Good, alongside key stakeholders and concrete examples of how AI can be used in this 
domain. The authors offer insights into how the relationship between technology and philanthropy 
is neither novel nor static, with these two fields’ interaction evolving across time and resulting in 
new forms of tech‑driven philanthropy. The following chapter, by Simone Bartalucci, Antonia 
Muhr, Sina Sauer, and Volker Then, describes how AI can be used to accomplish one of the most 
demanding tasks in philanthropy: measuring impact. In this chapter, the authors argue that AI can 
harmonize impact measuring by focusing on several key steps with transferable and universal ap-
plications. Their contribution proposes a solution to the complex matter of establishing a unique 
framework to measure activity impact in social and environmental contexts, developed by a group 
of partners and philanthropic stakeholders. In a similar spirit, AI used to design a unified frame-
work for monitoring philanthropic activities is the central theme of Nelson Amaya, Harry De los 
Rios, and Madeleine Lessard’s contribution. Their chapter showcases how AI can monitor and 
compare the financial flows of philanthropic capital used to support international development. 
The authors introduce PHIL4DEV, a machine learning tool used to classify philanthropic financ-
ing data collected and used by the OECD from POs within their network. Next, Stefan Schöbi 
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discusses the role of large language models (LLMs) and natural language processing (NLP) to aid 
philanthropic operations. LLMs are particularly strong where wording plays a significant role in 
a given organization’s success, for example, in drafting reports or grant applications. It further 
remarks the necessity for tailored educational programs to fast‑track the adoption of such tech-
nologies by POs. Through  these programs, philanthropy can become more  efficient  and  effec-
tive in handling time‑consuming processes, such as application and disbursement. Prity Khastgir 
and Shweta Shalini then present more examples of AI tools to effectively support philanthropic 
internal and external operations. The  authors  first  showcase  diverse AI  tools  supporting POs’ 
operational activities in fundraising, outreach, and engagement, then move to improved Human 
Resources (HR) methods and staff upskilling to enhance organizational growth and innovation. 
Next, they look at the role of blockchain and Decentralized Autonomous Organizations (DAOs) 
for improved governance and crowdsourced funding, before concluding with the convergent role 
of AI and philanthropy in advancing the Sustainable Development Goals (SDGs), enhancing so-
cial impact with transparency and innovation.

Anita Budziszewska and Oto Potluka then take an international relations perspective to ana-
lyze the implications of leveraging AI and other modern technologies to support the development 
of civil society organizations (CSOs). From this vantage point, the authors discuss how AI and 
other modern technologies can positively contribute to these organizations’ improvement, noting 
that even in highly developed countries, most CSOs are not sufficiently leveraging the potential 
of this technology. The authors recommend implementing digital and technological policies and 
regulations to support AI adoption by CSOs, noting that a major concern needing to be addressed 
is the global digital divide, i.e., the existing disparities in access to AI, data, and other digital tech-
nologies seen between countries with different levels of digitalization. The in‑depth analysis of 
AI’s role in fundraising strategies for different types of POs continues with Luca Barzanti, Lia 
Benvenuti, and Enrico Gaudenzi’s contribution. They present how AI and Information Technol-
ogy (IT) can be used to develop decision support systems (DSS), a mathematically sound tool for 
simulating and designing more effective fundraising campaigns. Similarly, Marc Schipper, Man-
ouchehr Shamsrizi, and Adalbert Pakura discuss the role of AI‑enhanced virtual environments 
(or metaverses) that POs can leverage to offer individuals immersive, meaningful, and interactive 
experiences. For example, AI can generate realistic characters and environments, allowing partici-
pants to interact with the real environments of philanthropic causes, thereby stimulating empathy 
and connection to the cause. Such tools stand to enhance fundraising, volunteering, and recruiting. 
Marta Herrero and Shauna Concannon follow a similar theme, detailing how AI can surpass 
traditional digital methods for fundraising by deepening understanding of donors and personal-
izing communications. It introduces a resilience framework for nonprofits to effectively adopt AI, 
focusing on AI‑driven storytelling to foster donor loyalty and long‑term financial support.

Part II: Philanthropies’ regional AI adoption, readiness, and applications

At this stage of this book, the reader will have acquired a strong sense of how AI can be used to 
support philanthropic decision‑making and complement  their operations. The next chapters of-
fer more pragmatic perspectives on the current status quo of AI usage in the nonprofit sector by 
showcasing how different global regions engage with and adopt AI, to then present several applied 
case studies.

We start with Patricia Snell Herzog’s contribution, which analyzes 349 POs to identify three 
different styles used by them to integrate technology: the first encapsulates organizations whose 
missions are tech‑centered – develop said tech; the second are technology‑perpetuating – promote 



Giuseppe Ugazio and Milos Maricic

4

access to said tech; while the last are technology‑implementing organizations – using said tech 
for social good initiatives. The nuances of these different styles are robustly supported by 14 case 
studies of POs belonging to each category. In the next chapter, Sevda Killicalp, Jack O’Neill, 
and Daniel Spiers provide an overview of European POs’ engagement with data science and AI. 
By contrasting the speed and tendency of POs, compared to for‑profit entities, the authors note 
that the former faces challenges not only related to organizational resources, skills, or technology 
infrastructure, as the latter do as well, but also to ethical, environmental, and reputational consid‑
erations. These considerations are suggested to be the main reasons why philanthropic organiza‑
tions are reluctant to embrace data science and AI; however, they need to be urgently addressed 
to reverse this delayed‑adoption tendency. This trend reversal would ensure that POs can play an 
active role in promoting ethical, inclusive, and responsible AI. In central Europe, Aline Kratz and 
Hubert Halopé examine the opportunities and risks of digital transformation in Swiss founda‑
tions by drawing on insights from the private sector. The authors assess AI risks in the context of 
charitable foundations, considering measures to safeguard against them by leveraging industry 
best practices.

Away from the European continent, the AI adoption lag seen here mirrors trends of the Asian 
philanthropic ecosystem, as analyzed by Kithmina Hewage in the chapter that follows. This con‑
tribution discusses three key insights on the Asian philanthropic sector based on existing evidence: 
first, the foundational readiness of the Asian social sector is severely lacking due to infrastructural 
and financial constraints; second, a lack of skill and expertise is driving many of the impedi‑
ments to improving the sector’s operational readiness; and third, the social sector in most Asian 
economies is vulnerable to adopting AI tools without adequate precautions, opening itself up to 
significant exploitation and fraud risks. In a similar geographic region, Bertram Lang describes 
how AI found fertile ground within Chinese philanthropic organizations, considering these have 
found themselves in the midst of a digital transformation, radically enhancing their reliance on 
internet‑based approaches. The chapter stresses how as funding from foreign donors to China has 
plummeted, small‑scale online donations channeled through the social media platforms of China’s 
largest internet and communication technology (ICT) firms have turned into a critical source of 
revenue for many grassroots NGOs – as exemplified by the Ten‑Cent charity case. From a broader 
perspective, the chapter concludes by discussing that Chinese AI‑enabled philanthropy has global 
implications, inviting further reflections about the growing role of digital platform power – and 
crucially, its relationship with state power – in the nonprofit sector.

Moving on from geographical analysis of AI adoption in different philanthropic ecosystems 
and influenced by diverse political climates, we turn our attention to applied case studies. Nikola 
Milinkovic and Marko Gajak present a case study on Catalyst Balkans – a Western Balkan 
organization focused on using AI and LLMs to collect philanthropic data and create the Giving 
Balkans database. This serves as a first‑of‑its‑kind database to track and monitor philanthropic 
activities across the many multicultural and multilingual Balkan countries. Despite linguistic 
variance challenges, LLMs seem promising tools for automatically analyzing large multilingual 
sources and classifying philanthropic activities. The organization aims to minimize human roles 
in repetitive data collection and categorization while equally providing greater efficiency and ac‑
curacy in data handling. Nevertheless, challenges persist, such as false positives and data veracity 
concerns, which continue to require human surveillance. Another case of the transformative power 
of AI for philanthropic strategies and operations is illustrated in Milos Maricic’s case study on 
Altruist League – a Geneva‑based philanthropic advisory firm. He discusses AI’s application in 
matching donors who focus on systemic change with grassroots organizations and movements 
around the world. This case study revealed that Altruist League’s approach effectively developed 
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an AI system for donor‑partner matching, achieving over 90% accuracy. This performance was 
recently complemented by the development of an LLM trained on its data, allowing automated 
summarization and donor advice generation. The study concludes by offering an overview of 
the League’s technological tools to operate at the intersection of AI, philanthropy, and systemic 
change. The potential of AI for boosting efficiency is of particular appeal to smaller organizations, 
such as family philanthropic organizations – precisely the object of analysis of the contribution 
by Małgorzata Smulowitz and Peter Vogel. Focusing on the Spandows family’s business and 
philanthropic endeavors, this chapter offers several example use cases alongside key recommenda‑
tions on how to effectively blend AI and business acumen to drive social and environmental im‑
pact, both in a for‑profit and nonprofit approach. Monica Lea and Lucia Gomez’s chapter offers 
the last case study of Part 2 of this Handbook. It examines the key success ingredients, as well as 
the ethical implications of an emerging form of philanthropy: Digital Stunt Philanthropy (DSP). 
They do so by analyzing Mr Beast’s YouTube channels and their significant philanthropic fund‑
raising activity, which is done through engaging and entertaining YouTube videos. The authors 
note several pros of DSP while proposing that DSP offers innovative avenues for engaging private 
philanthropic partnerships with corporate sponsors and nonprofit organizations. Insights derived 
from this chapter can inform nonprofit organizations and content creators about the benefits and 
challenges of merging entertainment with charitable activities in the digital space.

Part III: Philanthropy for AI development and regulation

The Handbook now transitions to its third main area of research – analyzing philanthropy’s role in 
guiding, informing, and shaping AI developments – with discussions on advocacy efforts, regula‑
tion and policy‑making, and governance recommendations. This part begins by discussing the 
role of philanthropy in developing AI, focusing on another emerging philanthropic trend – Data 
Philanthropy (DP). The author, Rahul Jha, explores the emerging field of DP while address‑
ing three primary aspects of AI application from a PO’s standpoint on this emerging trend. The 
discussion addresses challenges such as the “data invisible” issue, highlighting the importance 
of Data Philanthropy (DP) in bridging the global digital divide and enhancing the representa‑
tion of marginalized communities in AI systems. It includes a case study on an international 
organization’s role in DP illustrating the practical applications and challenges of DP and open 
data. Vilas Dhar and Yolanda Botti Lodovico then observe the global trend of power transfor‑
mation across all sectors, fueled by AI, except for the social sector which remains left behind. In 
this context, civil society and the communities they serve require both a partner and champion to 
bridge technology with social progress: philanthropic organizations. With AI support, these have 
the potential to strengthen their mission, boost operations’ impact, and, therefore, better address 
global challenges. This chapter provides a detailed account of how philanthropy can drive digital 
transformation across the social sector and presents recommendations for organizations to har‑
ness AI toward building an ethical future. The transformative power of collective collaboration is 
further explored by Thomas Maillart, Lucia Gomez, Mohanty Sharada, Dipam Chakraborty, 
and Sneha Nanavati. The authors explore how altruistic collective intelligence (CI) is advanc‑
ing AI technologies. Focusing on empirical evidence from AIcrowd, a platform that leverages 
community‑based development, the study illustrates how a risky “trial‑and‑fail” strategy can 
drive AI innovation through peer production. The chapter provides a concrete case for philan‑
thropic organizations interested in experimenting with innovative methods, for example, leverag‑
ing altruistic CI to reshape the future of AI, making it more inclusive, innovative, and ethically 
grounded. Joe Wheeler’s essay explores different philanthropic giving models, ranging from 
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straightforward cash grants to more complex contributions of assets like technology or knowledge 
transfer, with a focus on the strategic donation of AI capabilities to NGOs. It argues that in‑kind 
donations, such as machine learning training and specialized software, are often more beneficial 
than cash, particularly when such AI resources meet specific needs that NGOs cannot easily fulfill 
on their own and are managed effectively by donors without compromising their core business 
objectives. This chapter draws on management literature to identify key conditions in which asset 
donation is more valuable than cash.

Philanthropy’s role in the development of AI systems is equally complemented by its role in 
supporting policy discussions for democratic and ethical regulations for AI. This regulation‑ 
centered section begins with David Harris and Anamitra Deb’s chapter, who argue that AI’s rapid 
developments have vastly outpaced the ability of regulators in most of the world to implement rules 
that govern its use. Without AI, its benefits are likely to flow to the few, while the many risks it poses 
and harms it has already wrought will be borne by society, and disproportionately so to already vul‑
nerable communities. The authors thus call for the philanthropic sector to lead advocacy efforts for 
creating robust legal frameworks – to regulate AI’s usage and development – and, while these take 
effect, provide a set of ethical principles and best practices ensuring that AI is not misused. This call 
for regulation is followed by Diana Acosta Navas’ interrogation of how democratic principles are 
stressed in different ways by both philanthropic foundations and foundation AI models. Through this 
analogy, the author shows how AI and POs operate outside democratic institutions, with substantial 
societal impact and minimal accountability, leading to considerable power concentration that is un‑
responsive to the individuals whose lives are impacted by them. It then proposes to leverage the De‑
liberative Alignment method developed within AI also to democratize decision‑making regarding 
foundation models. In line with the EU‑AI Act3 risk‑based regulatory approach, Simeon Schiff and 
Daniel Campos emphasize philanthropy’s role in mitigating extreme risks linked to AI. In particu‑
lar, the chapter provides a detailed overview of the AI extreme risk mitigation philanthropic sector 
(AIERMPS). This segment emerged in the early 2000s to tackle issues related to artificial general 
intelligence and existential risk. The authors provide a historical review and landscape analysis, 
including a description of the ideologies and culture of the sector, noting how from its origin to now, 
the core approaches, stakeholders, and culture have all substantially evolved.

Part IV: Ethics, AI, and philanthropy

Departing from development and regulation, the last part of this Handbook deals with ethics dis‑
cussing some of the ethical principles that can and should inform AI development and usage, in 
particular by and for philanthropy. It begins with the contribution of Laura Tocmacov – Founder 
of ImpactIA, a nonprofit organization dedicated to advancing the Montreal Declaration’s prin‑
ciples for ethical and inclusive AI development. This chapter outlines ten principles, substanti‑
ating the discussion with concrete examples of ImpactIA’s projects for advancing them. In the 
chapter that follows, Rhodri Davies dives into the understudied impact of AI on individual phil‑
anthropic decisions, exploring how AI tools could potentially influence when, where, and how 
people choose to give. It examines the dual nature of philanthropy, both as a systemic mecha‑
nism that reallocates resources across society and as a reflection of individual voluntary actions 
for public good, highlighting the profound implications of AI on both levels. Additionally, the 
chapter assesses the roles of various platforms and organizations in using AI to shape donor deci‑
sions, raising important ethical questions and suggesting necessary policy or practice changes 
to address them. Next, Ursula Jasper, Siddhartha Jha, and Stefan Germann offer insights 
on how a foundation develops a strategy to address one crucial question for this Handbook: can 
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societies adjust and keep pace with the speed of AI? The authors argue that philanthropies have a 
significant contribution to the complex ethical, economic, political, and legal questions posed by 
the AI revolution while attempting to guarantee core values such as fairness, non‑discrimination 
and non‑stigmatization, benefit‑sharing, participation, privacy protection, safety, informational 
self‑determination, and autonomy. They concretely identify five roles for philanthropies to play 
in shaping the ethical and inclusive AI revolution: from funding and sponsoring research to 
catalyzing equitable innovation through public good and facilitating a broad and transparent 
public dialogue on AI and digital futures. Elizabeth Searing and Donald Searing address the 
fundamental question of how and what to teach AI such that it learns to process information 
and produce outputs (i.e., “think”) in an ethical and philanthropic way. This essay proposes 
a learning journey to train ethical and philanthropic AI by first looking at how humans have 
been taught, successfully or unsuccessfully, to behave in such a way, in particular, analyzing 
the behaviors, principles, and tendencies characterizing the philanthropic ecosystem. As a result 
of this comparative analysis, the authors then provide practical advice on how to train a philan‑
thropic AI. This advice is then complemented by a more normative philosophical discourse by 
Ezekiel Kwetchi Takam. Here, he discusses that inclusion and non‑proprietary/open‑source 
approaches should be championed by philanthropy as it strives to direct the development of 
AI and even more sophisticated forms of it, such as Artificial General Intelligence (AGI). As a 
result of endorsing and advocating for these principles, philanthropy can empower marginalized 
groups that might otherwise be excluded from the benefits offered by AI/AGI. Part 4 ends with 
Charles Sellen and Joost Mönks, who list several ethical perspectives that philanthropy could 
adopt in their quest to use and develop AI, for example, when using AI technologies to increase 
performance, achieve the Sustainable Development Goals, or set out to design Ethical and Inclu‑
sive AI (EIAI) frameworks.

We have completed the journey through all four Handbook parts, covering a wide range of 
topics, from AI tools to enhance the operations and impact of the philanthropic sector to philan‑
thropy’s role in advocating for and developing ethical and inclusive AI. By combining academic 
knowledge, practical and theoretical perspectives, and numerous insights from evidence‑rich 
use cases, the editors believe that this Handbook will serve as a reference to any philanthropist, 
professional, or scholar, who seeks to understand and leverage AI’s capabilities while ensuring 
that it is used in an ethical, inclusive, and responsible way. Looking forward, this Handbook con‑
cludes with a thorough analysis by Ravit Dotan on how philanthropy and AI can elevate each 
other in a responsible way and how philanthropy can shape AI in different roles: as grantmak‑
ers, users, developers, buyers, investors, and social justice advocates. This analysis relies partly 
on ideas and perspectives debated among participants and panelists of the first Artificial Intel‑
ligence and Philanthropy academic conference4 organized by the Geneva Center for Philan‑
thropy, Henry Peter, Mara de Monte, and Margaux Casagrande, and the research team on AI 
and Philanthropy of the University of Geneva: Camilla Della Giovampaola, Hubert Halopé, 
Lucia Gomez, Nisa Thomas, Maria Cristiana Tudor, and Giuseppe Ugazio. A summary of 
the themes, original ideas, and next steps that emerged from this conference is provided in the 
very last chapter of this book.

Notes
 1 https://sdgs.un.org/goals
 2 https://www.unige.ch/philanthropie/en
 3 https://digital‑strategy.ec.europa.eu/en/policies/regulatory‑framework‑ai
 4 https://www.unige.ch/artificial‑intelligence‑philanthropy/international‑conference
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1
THE RELATIONSHIP BETWEEN  

AI AND PHILANTHROPY
From historical roots to modern convergence

Camilla Della Giovampaola and Maria Cristiana Tudor

1 Introduction

Recent advancements in artificial intelligence (AI) technology have prompted sectors to critically 
assess how they can best adapt to an increasingly AI‑operated world. The philanthropic sector is no 
exception, with philanthropists, practitioners, and academics questioning not only the implications 
of AI on the future of philanthropy but also the responsibility philanthropic organizations (POs) 
hold – as promoters of social good – in supporting the development of ethical and inclusive AI (EIAI) 
systems (Bernholz et al., 2010; Arrillaga‑Andreessen, 2015; Chu & Wang, 2019; Madianou, 2021).

Philanthropies’ two‑way relationship with AI, as both users and developers, is not new but 
rather one of the latest expressions of the interlocking of the two fields (Henriksen & Richey, 
2022). However, POs’ engagement with AI varies greatly across the sector. On the one hand, 
philanthropies linked to tech giants are leading the integration of AI into philanthropy and largely 
shaping the AI for Social Good (AI4SG) movement, an example being the Schmidt Futures. On 
the other hand, the majority of more traditional POs are largely lagging behind in their adoption 
of AI‑powered tools and overall digitalization (Google, 2019; Herzog et al., 2021). This raises 
questions about the role of philanthropy in an increasingly digitized civil society (Taddeo, 2016; 
Bernholz & Reich, 2017; Bernholz, 2021).

While most attention is currently focused on the organizational, legal, and ethical structures 
that need to be in place for a proper integration and development of AI within the philanthropic 
sector (Taddeo, 2016; Floridi et al., 2020; Kanter & Fine, 2020; Herzog et al., 2021), in this chap‑
ter we take a step back: we contextualize philanthropy’s relationship with technology over time 
and highlight the forces driving modern applications of AI within the philanthropic sector. This 
exercise aims to provide a more informed approach to discussions on the future trajectory of AI 
and philanthropy. In more detail, with the goal of providing an overview narrative of the intersec‑
tion of technology and philanthropy, this chapter adopts a historical lens and provides a trajectory 
over time from the mid‑1950s to today. First, we outline philanthropy’s early role in supporting AI 
research and development, and the subsequent rise of tech philanthropy and the AI for Social Good 
(AI4SG) movement. Second, we explore the opportunities and challenges that derive from philan‑
thropies’ adoption of technological tools, the latest of which are AI‑powered tools. Finally, we dive 
into the AI4SG movement, mapping key stakeholders and prominent AI4SG initiatives and trends.

https://doi.org/10.4324/9781003468615‑3
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2 The evolution of philanthropic support in AI research

2.1 Funding the future – philanthropy’s early role in AI

The first recorded use of the term “Artificial Intelligence” (AI) is found in a 1956 grant applica‑
tion submitted by mathematician John McCarthy to the Rockefeller Foundation (Manning, 2020). 
Striding into uncharted territory, McCarthy needed to find a term to describe a new concept in 
computer science, where machines could perform tasks typically requiring human intelligence 
(Manning, 2020; Shubinski, 2022). McCarthy was seeking financial support from the Rockefeller 
Foundation to hold a two‑month conference titled the “Dartmouth Summer Research Project on 
Artificial Intelligence.” Granting the mathematician only half the amount he requested, namely 
$7,500, the conference took place in 1956 at Dartmouth College and is now widely recognized 
as the birthplace of modern AI (Rockefeller Philanthropy Advisors, 2019; Shubinski, 2022). Al‑
though this new field of computer science was understood by only a handful of researchers at this 
time, its significance was clear. Bell Laboratories, the International Business Machines Corpo‑
ration (IBM), and RAND all supported the conference to enable their key researchers to attend 
(Shubinski, 2022).

Philanthropy’s early endorsement of the development of AI technologies at Dartmouth Col‑
lege in 1956 set the ground for the sector’s ongoing commitment, with contributions to AI, 
Machine Learning, and Data Science technology (AIMS) philanthropy reaching $2.6 billion 
in 2021 (Herzog et al., 2021). However, the use of philanthropic resources to support the re‑
search and development of unexplored technological fields was not a new phenomenon (Zins‑
meister, 2016). On the contrary, the two fields have been experiencing a dynamic relationship 
for centuries; on the one hand, philanthropy contributes to technological progress, and on the 
other hand, technology allows philanthropy to achieve greater results and operate more effec‑
tively (as discussed in Section 3). The intersection of AI and philanthropy is one of the many 
manifestations of the intertwining of the fields of technology and philanthropy (Henriksen & 
Richey, 2022).

Philanthropy’s long‑standing commitment in supporting pioneering technological research 
and development is well documented in the literature (Bernholz et al., 2010; Michelson, 2020). 
From the Renaissance, where wealthy patrons supported inventors and scientists, to the Industrial 
Revolution, during which philanthropists played a pivotal role in the development of transporta‑
tion, communication, and infrastructure, and up to the philanthropists of the 21st century who 
are spearheading disease eradication and technological revolutions, examples are plentiful (Zins‑
meister, 2016; Michelson, 2020). Nonetheless, philanthropists’ belief in the need to tackle societal 
problems through scientific research and technology took an important turn at the end of the 19th 
century. Led by the work of the Rockefeller philanthropies, the rise of “science philanthropy” was 
a direct response to what the American magnate philanthropists of the time saw as the inability 
of charities to address the root causes responsible for creating and perpetuating human suffering 
(Bremner, 1994; Sealander, 2003; Bishop & Green, 2008).

Science philanthropy commonly refers to the giving of charitable funds for scientific or techno‑
logical research (Falk & Michelson, 2021). Although this philanthropic field of action has evolved 
and adapted over time, it retains one crucial feature, namely, its high‑risk tolerance (Bennett et al., 
2016; Falk & Michelson, 2021). Unlike government agencies, which are often bound to tight 
budgets and lengthy bureaucratic practices, POs enjoy greater operational freedom. Fields of re‑
search that are difficult to fund with taxpayers’ money can be spearheaded by philanthropists who, 
as private individuals, are far more flexible and agile with their resources. A recent example is phi‑
lanthropies’ fast response to the Covid‑19 pandemic, with POs committing more than $10 billion 
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globally in just over six months from the start of the pandemic in late 2019. Led by American and 
Chinese philanthropies, whose giving amounted to, respectively, more than USD 6 billion and 
USD 1 billion, POs’ contribution by May 2020 represented 38% of all the total Covid‑19 relief 
funds (Church, 2020; Council on Foundations, 2020; Watson, 2022). Moreover, as many POs are 
set up to help solve long‑standing societal problems, they can invest in technologies that do not 
provide immediate or guaranteed results but that are expected to have a positive effect on society 
in the long term. This characteristic also distinguishes POs from the for‑profit sector’s short‑term 
return approach.

Despite POs’ long‑standing role as funders of technology, it remains difficult to measure the 
extent to which POs fund science and technological innovations and the full impact of these invest‑
ments on society. While education, health, and economic and community development remain the 
largest recipients of national and transnational philanthropic funds, the field of technology and sci‑
ence is rarely mentioned on its own in contemporary reports on philanthropic giving trends (John‑
son, 2018; Rockefeller Philanthropy Advisors, 2022; Indiana University Lilly Family School of 
Philanthropy, 2023).1,2 Quite exceptionally, the Rockefeller Philanthropy Advisors’ report “Global 
Trends and Strategic Time Horizons in Philanthropy 2022” lists science and technology as the tenth 
focus area for that year. This appears to indicate that, although they exist as an individual focus area, 
technology and science are primarily funded by POs as a means to address global challenges such 
as education and health rather than for the sake of developing innovations in the field. This would 
align with the role of POs as promoters of social good rather than profit‑seeking institutions.

2.2 The rise of tech philanthropists in the 21st century

Tech leaders began to play an increasingly prominent role in the field of philanthropy in the late 
1990s and early 2000s following the dot‑com boom. As the internet generated enormous wealth 
and boosted the software and computer industry, tech companies and their founders decided to de‑
vote part of this wealth to philanthropy (Bishop & Green, 2008; The Economist, 2023). New foun‑
dations and funds were established, pioneered by the Bill and Melinda Gates Foundation in 2000, 
with the ambitious missions to address some of the world’s most challenging issues (Bennett et al., 
2016). Tech moguls brought with them their own ideas on charitable giving, distancing themselves 
from the grandfathers of modern philanthropy like American industrialists Henry Ford, John D. 
Rockefeller, and Andrew Carnegie. These industrialists had created and operated foundations that 
were designed to outlive them, employing numerous advisors to provide funds over many years 
to achieve a goal. Tech philanthropists, instead, wanted to operate differently, prioritizing data, 
speed, and impact (Bishop & Green, 2008; The Economist, 2023). By framing their donations as 
an investment in humanity rather than charitable giving, tech founders bring not only their vast 
resources to the table but also their own culture and methodology (Bishop & Green, 2008; Bennett 
et al., 2016; Torres & Zinsmeister, 2018).

Today, tech actors are leading philanthropic players, contributing billions of dollars annually 
to philanthropic causes around the world (Torres & Zinsmeister, 2018). According to the Chroni‑
cle of Philanthropy, of the $33.4 billion given away by America’s top 50 donors in 2021, about 
three‑quarters of those donations came from people who have made their fortunes in the tech in‑
dustry (The Economist, 2023). In India, the consultancy Bain & Company reports that tech titans 
hold about 8% of the total wealth of the country’s super‑rich yet their donations account for 35% 
of charitable giving (The Economist, 2023). In 2022, tech magnate Bill Gates made what is con‑
sidered the biggest philanthropic contribution of the year with a $5 billion donation to the Bill and 
Melinda Gates Foundation (Di Mento, 2022).
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In addition to their large and growing financial contributions, tech moguls’ involvement in phi‑
lanthropy continues to evolve as they craft new ways of practicing philanthropy. One such exam‑
ple is what is commonly referred to as “trust‑based philanthropy.” Popular among philanthropists 
of the caliber of Mackenzie Scott and Jack Dorsey, it involves moving away from philanthropy’s 
traditional “hands‑on,” reporting‑centered approach and giving trustees the freedom to decide 
how best to use the money (Kulish, 2021; The Economist, 2023). This frees grantees from time‑ 
consuming bureaucratic activities such as reporting requirements and grant applications, thus al‑
lowing them to focus on their work. For understaffed nonprofits operating with limited resources, 
this alternative way of giving is particularly valuable.

The recent rise of AI technologies, besides further enriching the tech industry, is also shap‑
ing tech moguls’ engagement with philanthropy. Drifting away from the conventional practice of 
writing huge checks in support of philanthropic causes, tech philanthropies are now leveraging 
their own corporate expertise and technological resources to advance social good (Shi et al., 2020; 
Henriksen & Richey, 2022). The latest expression of the interlocking of the fields of philanthropy, 
humanitarianism, and technology, this AI‑rooted philanthropic approach is commonly known as 
AI for Social Good (AI4SG) (Henriksen & Richey, 2022). While acknowledging that there is still 
a limited understanding of what exactly constitutes AI “for the social good” (Floridi et al., 2020; 
Shi et al., 2020), for the sake of clarity, this chapter adopts the following definition of AI4SG de‑
veloped by Floridi et al. (2020): “the design, development, and deployment of AI systems in ways 
that (i) prevent, mitigate or resolve problems adversely affecting human life and/or the wellbe‑
ing of the natural world, and/or (ii) enable socially preferable and/or environmentally sustainable 
developments.”

3 Technology’s impact on philanthropy

3.1 Tech‑driven change in philanthropy – a double‑edged sword

With a legacy of supporting the advancement of scientific and technological developments, as 
illustrated in Section 2, the philanthropic sector itself is shaped by these developments. Recent 
technological advancements have been both positively and negatively disrupting traditional phil‑
anthropic practices.

On the one hand, POs have been benefiting from technological innovations on multiple fronts, 
from the creation of new avenues for donor engagement and fundraising, to the facilitation of 
impact measurement and reporting activities (Bernholz & Skloot, 2010). The emergence of online 
giving platforms, combined with the rise of digital communication and social media, is amplify‑
ing the reach and effectiveness of philanthropic efforts, allowing for information and resources to 
travel at an unprecedented speed. By providing greater access to information and lower barriers 
to entry, digital giving is contributing to the democratization of philanthropy and the forming of 
“networked philanthropy” (Bernholz et al., 2010; Arrillaga‑Andreessen, 2015). Not only can peo‑
ple give directly to the causes they care about, but innovative giving mechanisms such as crowd‑
funding allow small donors to come together and pool their resources for greater impact, while 
forming networks dedicated to finding solutions to complex social problems. From peer‑to‑peer 
fundraising platforms such as GoFundMe and JustGiving, to the global philanthropic collabora‑
tive Co‑Impact, which runs million‑dollar funds and is financed by some of the world’s most re‑
sourceful philanthropic actors, technology has been key to pushing down barriers to philanthropic 
collaboration (Co‑Impact, 2023). Moreover, by narrowing the gap between giver and receiver, 
these technologies have the potential to empower both actors, giving donors more control and 
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information over their contributions and providing receivers a medium through which they can 
independently voice their demands (Arrillaga‑Andreessen, 2015).

On the other hand, the adoption of technological tools by philanthropies continues to present 
a number of challenges, risks, and ethical considerations, as discussed in the literature (Taddeo, 
2016, 2017; Bernholz & Reich, 2017; Floridi et al., 2018, 2020; Kanter & Fine, 2020; O’Brien, 
2022). A first challenge is the availability of data within the philanthropic sector. Databases of 
POs’ activities and strategies are often unavailable, incomplete, inaccurate, or contain irrelevant 
data (known as “data deserts”) (Tudor et al., 2024). These shortcomings can severely hinder 
POs’ ability to leverage the power of AI and, in worst‑case scenarios, heighten bad practices that 
can dangerously magnify and reinforce preexisting inequalities and bias (Kanter & Fine, 2020; 
O’Brien, 2022). Second, even when data is available, storage and handling practices may not be 
aligned with the work of POs. Most AI software is designed to extract the maximum profit from 
digital data, which often entails the collection, long‑term holding, and handling of digital data. 
Such practices, particularly in vulnerable humanitarian settings, can be dangerous and lead to dis‑
crimination and polarization (Tudor et al., 2024). In addition to these more tangible risks, several 
ethical concerns surround the incorporation of AI technologies in POs, as explored in detail by 
Floridi et al. (2018, 2020), Taddeo (2016, 2017), and Bernholz and Reich (2017). Overall, it ap‑
pears that despite the numerous ethical frameworks and principles for AI that have been suggested, 
there remains a sense of disillusionment about their effectiveness, with POs questioning whether 
these frameworks adequately address the specific requirements of their sector (Coppi et al., 2021). 
This may well combine with a fear of alienation; being a largely human‑centric sector, the delega‑
tion of tasks from humans to machines may be perceived as unnatural and inadequate by many 
philanthropic professionals, who may view it as a dilution of their efforts (Tudor et al., 2024).

External risks, such as cyber‑attacks and data breaches, also exacerbate nonprofits’ mistrust 
in technological tools and affect the sector’s digitalization. Prominent examples include the cy‑
ber‑attack conducted against the International Committee of the Red Cross (ICRC) and the data 
breach against the NPO Broward Health of California, both in 2022 (CBS Miami, 2022; Duguin, 
2022; ICRC, 2022). In the United Kingdom (UK), the government’s Cyber Security Breaches 
Survey reported in the winter of 2022–2023 that 24% of UK charities had been victims of cy‑
ber breaches and/or attacks (United Kingdom Government Department of Science, Innovation & 
Technology, 2023). However, the UK government data also comes with the recognition that the 
charity sector “still has a long way to go” when it comes to preventing and responding to such at‑
tacks (United Kingdom Government Department of Science, Innovation & Technology, 2023). In 
the Asia‑Pacific region (APAC), the numbers are even higher. Infoxchange’s recent APAC NGO 
Digital Capacity report shows that one in six of the surveyed nonprofits had been the victim of a 
cybersecurity incident in the past year, with the number rising to one in three in Indonesia (Infox‑
change, 2023). These examples highlight that the relationship between NPOs and technological 
tools must be one of understanding, not just adoption; nonprofits must invest in building the neces‑
sary infrastructure to ensure the safe and effective use of these tools. This, undoubtedly, requires 
an investment of resources on the part of nonprofits that may not always be readily available.

Overall, the recent fast pace of AI development is opening up a myriad of new opportunities 
for all sectors, including the philanthropic sector. At the same time, however, this acceleration of 
digitalization has strained the ability of some actors to rapidly build the infrastructure needed to 
successfully adopt and benefit from AI‑powered tools. In this race to adapt, the nonprofit sector 
has been lagging behind, with the sector continuing to have one of the lowest rates of AI us‑
ages (Google, 2019; Herzog et al., 2021). A recent survey investigating Swiss POs’ current and 
potential use of AI tools appears to support this trend, indicating that, with a few exceptions,  
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the majority of Swiss philanthropies do not use AI tools or do so minimally, with less than 15% 
of POs reporting the use of any form of AI (Della Giovampaola et al., 2023). Moreover, the sur‑
vey reveals a mismatch between POs’ areas of current AI use and areas of desired AI support. 
Another study on Swiss POs also found an overall low level of digital presence, with only 30% of 
POs mapped across Switzerland having live websites (Tudor et al., 2024). In the UK, the Charity 
Digital Skills annual reports (2017–2023)3 outline how the country’s nonprofit sector continues to 
have a digital skills gap characterized by a lack of resources and unclear digital strategies, even 
after the Covid‑19 pandemic and lockdown, which forced the sector to largely go remote (Charity 
Digital Skills Report, n.d.). At the European level, a 2023 survey led by Philea on data science, AI, 
and data philanthropy in foundations across Europe showcases how, despite the diverse spectrum 
of data maturity levels among foundations, the internal use of AI and data science remains widely 
infrequent, with only a handful of exceptions (Candela et al., 2024). The survey report identifies 
a lack of expertise and know‑how as the primary reason for foundations’ lack of engagement with 
AI. Noting that these considerations are informed by the European context, which limits their 
generalizability, the lack of data and reports on the digitalization of philanthropies in other regions 
could be taken as an indication that the sector is also lagging behind elsewhere.

In contrast, tech philanthropies are leading philanthropic actors, especially in the AI for Social 
Good (AI4SG) space. While traditional philanthropic organizations struggle to adopt AI and digi‑
tal technologies, tech‑focused philanthropies, particularly those specializing in AI4SG, are at the 
forefront of this movement. These tech philanthropies are not only more adept at using AI, but they 
are also driving innovation in this space. The contrast, then, is that while the broader philanthropic 
sector is lagging in AI adoption and struggling with digital transformation, a specific subset of 
the sector – tech philanthropies, especially those focused on AI4SG – are not only adapting but 
leading in the use of AI for philanthropic purposes. This creates a divide within the sector, where 
the capabilities and impact of different types of philanthropic organizations vary significantly 
based on their engagement with and adoption of AI technologies. This reinforces a somewhat 
paradoxical relationship between technology and philanthropy. While non‑tech‑led philanthropies 
continue to fund technological advancements, with AI serving as a prime contemporary example, 
they remain cautious about the widespread adoption of technological tools, including those they 
themselves fund.

In sum, while technological innovations offer unprecedented opportunities to democratize 
giving, enhance donor engagement, and foster collaborative impact, they also pose significant 
challenges, such as data privacy concerns, cybersecurity threats, and the potential to exacerbate 
inequalities. This way, the tech‑driven change in philanthropy comes with both opportunities and 
challenges, representing a double‑edged sword.

3.2 Data philanthropy – an example of opportunities and challenges

The recent phenomenon of “Data Philanthropy” exemplifies the opportunities and challenges that 
derive from integrating AI in philanthropy and how these can impact POs’ digitalization. AI tools 
require data to operate, even when they are used to achieve social good. The digitalization of POs 
and the integration of AI technologies has created a demand for data, on the part of POs. While the 
philanthropic arms of tech companies can draw from their parent companies’ data storages, this is 
somewhat unnatural for the rest of the philanthropic sector. First, the sector suffers from so‑called 
“data deserts” due to a lack of good practices for uniformly collecting, filtering, and storing com‑
plete and accurate data (Kanter & Fine, 2020). Moreover, uneven data availability entails that issue 
areas where data is more abundant, such as health and climate change, receive far more attention, 
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as opposed to peace and justice, an issue area more complex to capture with data (Google, 2019). 
Second, due to the sensitive nature of the information, philanthropies often gather data with the 
principle of “collect little and destroy as soon as possible” (Bernholz & Reich, 2017). The cor‑
porate sector, on the contrary, is an important collector of data, particularly given the great value 
data holds in today’s digital civil society (Lev Aretz, 2019). Thus, data itself has now become a 
philanthropic resource, potentially on par with the more traditional financial and human resources 
donated to philanthropic causes.

Data philanthropy,4 the donation of data from private companies and individuals for socially 
beneficial purposes, and data‑raising, the effort to get people to give their data for a cause, are 
gaining traction (Taddeo, 2016, 2017; Lev Aretz, 2019; Bernholz, 2021). Data philanthropy, in 
particular, is becoming increasingly popular following the pioneering 2015 Ncell‑Flowminder 
collaboration that used mobile data to track the displacement of individuals after the Nepal earth‑
quake (Lev Aretz, 2019). Today, private sector companies such as Pfizer, Genentech, and Reddit 
are donating data to organizations, including the UN. The practice of data philanthropy offers the 
opportunity to harness the value of data for the social good, unlocking the many benefits that are 
derived from the sharing of information, especially in emergency settings (Taddeo, 2016). It also 
allows for the harnessing of an abundant resource. In today’s digital civil society, data is constantly 
being generated, whether actively through the use of devices or passively, such as passing through 
controlled spaces (Bernholz, 2021). While this constant tracking has many drawbacks, it also pro‑
vides significant access in times of need.

Nonetheless, data philanthropy differs from the donation of other resources such as financial 
or human resources. This is because while philanthropy has, traditionally, focused on voluntary 
giving of private resources, the ownership of which is largely clear and undisputed, digital data 
donated by private companies is contested property (Bernholz & Reich, 2017; Lev Aretz, 2019; 
Bernholz, 2021). The question as to who is the “true” owner remains: the person whose informa‑
tion is involved, the company that provides the software collecting the data, or the platform on 
which the data is collected? According to Taddeo (2017), data philanthropy is both morally am‑
biguous and desirable. It is morally ambiguous because, as currently practiced, it is in tension with 
individual rights, and desirable because of the positive change it can promote, such as speeding 
emergency responses and advancing scientific knowledge. This tension between individual rights 
and data philanthropy, Taddeo (2017) explains, is operational rather than structural, and can and 
should be resolved by putting in place the right ethical principles, protocols, and infrastructure. 
While the recent enactment of the General Data Protection Regulation (GDPR) in Europe and the 
California Consumer Privacy Act (CCPA) are important steps toward giving individuals greater 
control over their data, the question of data ownership is far from resolved.

At the same time, regulations governing how AI technologies use this data remain largely inad‑
equate. The fast pace of development of AI systems exacerbates this challenge, not only making it 
very difficult for policymakers and ethicists to keep up but also creating an imbalance of knowl‑
edge between the developers of AI systems and those charged with regulating them. The European 
Union’s (EU) AI Act, which was passed in 2023 and will come into force at the end of 2025, is the 
world’s first comprehensive AI law and an important step in the regulation of AI. Nevertheless, the 
regulation of AI and its data lags far behind the rapid developments seen in the AI space.

Overall, tech philanthropies’ access to and ability to manage this new form of philanthropic re‑
source, needed to run AI systems, namely data, allows them to position themselves as leaders in 
integrating AI into philanthropy. Moreover, tech philanthropies have the necessary mindset to drive 
change due to their culture of innovation. On the contrary, non‑tech philanthropies, which suffer –  
from the start – from a low level of digitalization and potential resource limitations due to their 
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nonprofit nature, are at a disadvantage when it comes to capitalizing on the benefits that AI can bring 
to philanthropic actions. This divergence between the tech and non‑tech philanthropies, however, 
should not obfuscate the fact that the innovation promoted by tech giants, including that advanced un‑
der the label of “philanthropy,” does not always result in public social good. Traditional philanthropic 
entities, with their expertise, can and should act as important checks and balances on AI philanthropy. 
In other words, while tech philanthropies can help the sector benefit from AI technologies, NPOs can 
work to mitigate the potential harms of AI in the field of social good. As Floridi et al. (2018) outline, 
it is not only the misuse of AI that needs to be avoided but also its underuse. As Section 4 expands, the 
discrepancy between the nonprofit and for‑profit AI4SG actors can be successfully bridged through 
cross‑sector, multi‑stakeholder partnerships, to ensure the successful deployment of AI.

4 AI for Social Good – stakeholders and modern applications

Having navigated the historical developments of the intersection of these two fields, AI and philan‑
thropy, we now turn our attention to the main movement dominating this landscape – AI for Social 
Good (AI4SG). This section will illustrate some of the key players in the field, as well as emerging 
trends and modern applications.

4.1 AI4SG stakeholders

Leaders in the research, development, and implementation of AI systems, transnational tech com‑
panies are driving the integration of AI4SG through their philanthropic arms. Prominent examples 
include Google.org, Microsoft’s AI for Good, and IBM’s Open Source (see more stakeholder ex‑
amples in Table 1.1), which are using their products, technological expertise, and financial re‑
sources to advance philanthropic endeavors. For example, in 2023 alone, Google.org invested 
$1 million to train NGOs in AI and cybersecurity, while Microsoft spent $60 million to empower 
NPOs and other organizations tackling the world’s most challenging health issues, in part by pro‑
viding them with the necessary AI tools and expertise (Choudhary, 2023; Microsoft, 2023).

However, the dominant role of tech companies should not obfuscate the fact that the AI4SG 
ecosystem is also populated by a variety of other stakeholders. It is important to recognize who 
these stakeholders are, their contribution(s), and how they interact, as it is the way they interact 
that determines the why, what, and how AI tools are used to advance social good. Table 1.1 pro‑
vides an overview of the main actors present in the space of AI4SG, categorized by role.

The use of AI to propel positive societal impact can stem from one of the following three stake‑
holder dynamics:

1 Tech companies purposely developing AI technologies for social good;
2 NPOs adopting AI tools designed for the for‑profit market and using them to propel positive 

societal impact;
3 NPOs partnering with tech companies to create new AI tools (Bernholz & Reich, 2017; Kanter &  

Fine, 2020; Shi et al., 2020; Henriksen & Richey, 2022).

The three dynamics show how, even though actors in the AI4SG space may act alone or in 
partnership(s), tech companies are always present in one form or another. This presence can be 
direct, when they consciously develop an AI tool intended to bring societal good, or indirect, when 
their AI for‑profit products are utilized for such purposes. In other words, as Fine and Kanter 
(2020) note, a clear trend when it comes to AI and giving is the need of NPOs to partner with tech 

http://Google.org
http://Google.org
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Table 1.1 Primary, secondary, and regulatory AI4SG stakeholders

Stakeholder Examples

Primary stakeholder:
Developer, user, and/or deployer 

of AI4SG technologies

Technology company or philanthropic arm of tech 
companies

Microsoft Philanthropies
Google.org
Google AI for Social Good
DeepMind Ethics & Society
NVIDIA Foundation

Philanthropic organizations (encompasses all 
nongovernmental organizations working to 
achieve positive societal impact)

Mastercard Impact Fund
Bloomberg Philanthropies
Robin Hood Foundation
OpenAI Inc.

Secondary stakeholder:
Financier or beneficiary of 

AI4SG technologies

Donor The Rockefeller Foundation
The Ford Foundation
The Bill & Melinda Gates Foundation
The Open Society Foundations

Beneficiary Local communities affected by climate change
Patients benefiting from AI‑driven healthcare initiatives
Students in underprivileged areas receiving AI‑enhanced 

education
Small‑scale farmers using AI for agricultural improvement
Refugees and displaced people receiving aid through 

AI‑enabled systems
(Potentially) Technology provider Amazon Web Services (AWS)

IBM Watson

(Continued )
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Table 1.1 (Continued)

Stakeholder Examples

Regulatory stakeholder:
Provide the legal and/or 

ethical framework for 
the development and/
or deployment of AI4SG 
technologies

Governmentsa or supranational organizations European Union’s AI Actb

European AI Alliance
International organizations United Nations’ International Telecommunication Union 

(ITU) AI for Good Initiativec

World Economic Forum – Centre for the Fourth Industrial 
Revolution

Research institutions Data Science for Social Good – University of Chicago
AI Now Institute – New York University
Ada Lovelace Institute (an independent research institute, 

funded by the Nuffield Foundation)
Alan Turing Institute
Oxford Internet Institute – University of Oxford
Stanford Institute for Human‑Centered Artificial 

Intelligence (Stanford HAI)
The Berkman Klein Center for Internet & Society
Swiss Data Science Center (SDSC) – a joint venture 

between EPFL and ETH Zurich
Centre for Artificial Intelligence Policy 

(CAIP) – University of Zurich
AI Ethics Lab – University of Basel

Advocacy groups Electronic Frontier Foundation (EFF)
Access Now
Future of Life Institute (FLI)
Center for Humane Technology
Algorithmic Justice League
Partnership on AI (PAI)

a Governments are also an important element of these partnerships. Not only do they provide the legal framework within which these partnerships can 
operate, but both for‑profits and NPOs often depend on governments for public data sources (Bernholz & Reich, 2017).

b https://artificialintelligenceact.eu/the‑act/.
c https://aiforgood.itu.int/.

https://artificialintelligenceact.eu/the-act/
https://aiforgood.itu.int/


Relationship between AI and philanthropy

21

companies. Table 1.2 lists some examples. On paper, the partnering of NPOs with tech companies 
seems ideal. NPOs bring sector expertise and access to the problem(s) being addressed while tech 
companies provide the necessary resources and technical know‑how, as otherwise very few or‑
ganizations have both the social and technical expertise to successfully design and implement AI 
for good projects (Gosselink & Bromberg, 2019). Lacking either social or technical expertise, the 
risk of unintended consequences upon deployment majorly increases.

Increasing interconnectedness with and dependence on the private sector presents both op‑
portunities and obstacles for the nonprofit sector. On the one hand, these partnerships can greatly 
benefit NPOs and their work. In the case of POs, the use of AI can improve operational efficiency, 
donor engagement, grantmaking, monitoring and evaluation, and communication. It allows organ‑
izations to be more transparent, thus building trust with their public (Chu & Wang, 2019; Kanter &  
Fine, 2020). AI technologies can also uncover synergistic partnerships among philanthropic ac‑
tors, thus enhancing collaboration and maximizing pooling of resources for greater social impact 
(Tudor et al., 2024). In addition, once successfully adopted, these technologies can allow POs to 
cut down costs and operate on “new” budgets.

On the other hand, these ties can hinder the independence of the nonprofit sector. In particu‑
lar, proximity to the for‑profit sector leads to the clash of two very different cultures about the 
relationship between profit generation and social change. As Henriksen and Richey (2022) note 
in their research on Google’s tech philanthropy, profitability is highlighted as a key element in 
the use of AI4SG, with profit generation seen as positive for the advancement of social change. 
But Google is not the only example. This form of “for‑profit philanthropy,” which combines 
making money with doing good, is particularly popular among tech philanthropists. The Chan 
Zuckerberg Initiative (CZI) caused quite a stir in 2015 when it registered as a for‑profit limited 
liability company (LLC), openly blurring the lines between philanthropy and investment. Others, 
such as Peter Thiel and John Doerr, have also set up mechanisms designed to generate returns 
on their philanthropic investments. Open AI is another prominent example. Founded in 2015 by 
Elon Musk, Peter Thiel, and Sam Altman, among others, the research organization now consists 
of two entities: a nonprofit research segment, OpenAI Inc., and a for‑profit subsidiary, OpenAI 
Global LLC, which was established at a later date to enable the commercialization of its AI tech‑
nologies and applications.

Table 1.2 Examples of partnerships between NPOs and for‑profit companies

For‑profit NPO Objective

Maxar Technologies’ 
DigitalGlobe (a satellite 
imaging company)

USA for UNHCR (a nonprofit 
created to support UNHCR)

Provide satellite imaging to support 
with refugee assistance.

Microsoft Operation Smile Develop a facial modeling 
algorithm, which works with 
Microsoft Pix, to improve facial 
surgeries. 

Salesforce.org Philanthropy Cloud 
(philanthropic arm of 
Salesforce.org)

An employee engagement database 
product for corporations to 
facilitate employee giving, 
volunteering, and other social 
impact activities. 

Based on Kanter and Fine (2020).

http://Salesforce.org
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Although this new approach of for‑profit philanthropy can free philanthropic actors from 
some of the constraints of the nonprofit status and open new avenues for continuous reinvest‑
ment, Henriksen and Richey (2022) note how the message behind AI4SG problematically 
“frames controversial and profitable data practices as having public value, […] obscuring the 
power relations and politics of digital capitalism.” Notably, this juxtaposition of different values 
is possible, in part, because AI4SG remains a vague concept, as there is still limited understand‑
ing of what exactly constitutes AI “for the social good” (Floridi et al., 2020; Shi et al., 2020). 
The lack of a clear definition can benefit AI4SG, allowing it to grow and innovate beyond 
definitional boundaries. Floridi et al. (2020) outline how “context‑specific design and deploy‑
ment could prevent such value misalignment and deliver successful AI4SG projects on a more 
consistent basis.”

4.2 AI4SG modern applications

Alongside the diverse landscape of stakeholders of the AI4SG movement, equally important are 
the practical applications of this technology in philanthropic efforts. This section illustrates some 
of the varied ways in which AI is being used to address social challenges and enhance philan‑
thropic initiatives. It is worth noting that under the umbrella of AI for philanthropic purposes, we 
distinguish between two types:

1 AI adopted by POs for an internal purpose, i.e., adopting AI technologies as part of the or‑
ganization’s normal operations to improve operational efficiency, such as AI‑powered donor 
matching; and

2 AI used by POs or tech philanthropies5 for an external purpose, i.e., adopting AI technologies 
to enhance their social impact, for AI‑based satellite imagery analysis to better mitigate crisis 
response. The latter case is closely related to the broader concept of AI4SG, as previously de‑
fined in Floridi et al. (2020).

Concerning type (1) above, as discussed earlier, traditional POs remain either hesitant or under‑
resourced to adopt AI tools for internal purposes, lagging behind other sectors in their level of 
digitalization and AI adoption. Traditional POs’ unfamiliarity with AI systems also leads to a lim‑
ited deployment of AI technology for external operations (type 2), which can hinder their ability 
to achieve philanthropic impact. In contrast, tech philanthropies are deploying extensive AI solu‑
tions for both internal (type 1) and external (AI4SG, type 2) purposes. This comes as no surprise, 
considering that “philanthropy is just a drop in the bucket compared to the goliath‑sized tech 
platforms, the goliath‑sized AI companies, the goliath‑sized regulators and policymakers that can 
actually take a crack at this” (Dervishi, 2023). In addition, insights from the AI Index (Stanford 
University, 2023) reveal a shifting landscape in which the tech industry has rapidly outpaced aca‑
demia in developing state‑of‑the‑art AI and machine learning algorithms since 2014, reiterating its 
clear leadership in the AI space.

Most major tech companies have initiated AI4SG programs. For example, Microsoft Philan‑
thropies has launched five initiatives: AI for Health, Earth, Accessibility, Humanitarian Action, 
and Cultural Heritage; as well as a closely related program called Data for Society. Alphabet, 
Google’s parent company, has several programs, including AI for Social Good, AI Impact Chal‑
lenge,6 and AI for Global Goals.7 Examples of implemented projects include preventing blindness 
by detecting diabetic retinopathy with AI,8 forecasting river floods,9 building greener cities,10 and 
helping people with non‑standard speech be better understood.11
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From the side of traditional POs,12 such as Novartis Foundation, several notable AI for 
Health have been developed. AI4Leprosy aims to accelerate leprosy detection through im‑
age analysis of skin lesions, while AI4BetterHearts is pooling cardiovascular health data 
from hospitals and primary care centers to improve heart health outcomes globally. Similarly, 
AI4HealthyCities set out to understand how heart health can be improved by modifying the 
underlying social, economic, or environmental health determinants. Lastly, they partnered with 
Tencent to develop an AI nurse for patients diagnosed with heart failure – used to anticipate 
disease progression and provide targeted interventions, while allowing medical practitioners 
to track patients remotely.

In such a vast and exorbitantly fast‑paced field, understanding the landscape of possible AI4SG 
use cases is not a defined end goal, but rather an ever‑shifting landscape of novel, emerging solu‑
tions. Overall, AI4SG projects have been implemented across most sectors, domains, and Sustain‑
able Development Goals (SDG), with a McKinsey Global Institute (2018) report mapping over 
160 non‑exhaustive use cases across ten sectors. Examples range from improving cancer diag‑
nostics, to enhancing blind people’s ability to better navigate their environment, to aiding disaster 
relief efforts by using AI to analyze satellite imagery. It is worth noting that the pace of AI has 
evolved exponentially since 2018, with 2023 alone seeing the unprecedented rise of generative 
AI and the popularization of Large Language Models (LLMs), meaning that the number of use 
cases today has increased drastically. For instance, LLMs are finding new applications in fields 
previously thought to be the exclusive domain of human labor, such as mental health care (Ji et al., 
2023; Xu et al., 2023). Today’s use cases are virtually limitless to any social or environmental is‑
sue, provided the right data can be sourced and fed to an appropriate AI model (see Figure 1.1). 
Other notable examples include increasing accessibility for vulnerable populations,13 supporting 
crisis response interventions,14 human rights,15 climate change,16 charitable giving (Kanter & Fine, 
2020), civic engagement,17 and predicting poverty using satellite imagery (Jean et al., 2016).

In summary, while tech philanthropies are pioneering the AI4SG space, traditional philanthropic 
organizations are increasingly recognizing the imperative to adapt and integrate these powerful 
tools. However, as the sector evolves, it must also navigate the complexities of cybersecurity, data 
privacy, and ethical use to ensure that technological advancements effectively serve its mission to 
foster social good. To ensure that it fulfills this mission, it can be guided by principles to “become 
good at AI for good” (Kshirsagar et al., 2021). Key among these principles are:

Figure 1.1 Examples of AI for Social Good (adapted from Tudor et al., 2024).
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1 Educational Alignment – continually educate POs about AI’s potential and limitations, tailor‑
ing expectations to fit achievable and workflow‑enhancing goals;

2 Dynamic Scoping – engage in ongoing dialogue with POs to develop solutions that remain 
practical and responsive to evolving needs;

3 Data Integrity and Security – ensure comprehensive understanding and management of data‑
sets, their metadata, and associated privacy concerns to build reliable models. Several AI4SG 
domains suffer from subjective labeling or insufficient datasets;

4 Inclusive Expertise – integrate POs’ domain expertise into model development to enhance 
feature selection and engineering, model choice, and model regularization;

5 Ethical and Practical Deployment – prioritize project constraints and domain‑specific metrics 
in model development and deployment, to create solutions that are both ethical and practical;

6 Human‑Centric AI Design – maintain a “human‑in‑the‑loop” approach to AI projects that 
actively engages POs in the modeling process for better aligned outcomes;

7 Long‑Term Commitment – recognize the need for sustained engineering resources for main‑
taining and updating deployed models, focusing on efficiency and practical impact rather than 
just machine learning metrics (Kshirsagar et al., 2021).

In the absence of these guiding principles, AI4SG is not without risks, unclear ethical standards, 
or even unintended consequences. Some of these risks arise from the tech industry’s culture of 
moving fast and iterating solutions on the go (Tomašev et al., 2020), while not paying enough at‑
tention to long‑term outcomes or sector‑specific challenges. This culture is likely to bleed into tech 
philanthropies’ approach to AI4SG projects, which currently dominates this space and therefore 
requires greater attention to ethical principles. Long‑term commitment, dynamic scoping, and 
deep partnerships between the nonprofit and for‑profit sectors remain paramount.

5 Conclusion

The relationship between technology and philanthropy is neither new nor static, with the interlock‑
ing of the fields of AI and philanthropy being one of its most recent expressions (Henriksen & 
Richey, 2022). This chapter provides an overview of the intersection of AI and philanthropy, from 
the early support of POs to AI development, to the modern application of AI in philanthropic work, 
with the aim of understanding its current status and charting its future trajectory.

We begin by exploring the early role of philanthropy in supporting AI research and develop‑
ment, and then focus on the rise of tech philanthropy and the AI4SG movement. This history 
shows that, prior to the rise of tech philanthropy and the AI4SG movement in the early 21st cen‑
tury, the relationship between the two was primarily one of philanthropic funding. In other words, 
philanthropes would fund technological innovation, but would rarely be users of those technolo‑
gies themselves. Fast forward to today, and apart from a few leading foundations, philanthropic 
funding in the field of science and technology is primarily directed at fostering innovation as a 
means to address global challenges such as education and health, rather than for the sake of devel‑
oping innovation in the field. Tech philanthropists, with their resources and expertise, are disrupt‑
ing this relationship, positioning themselves as both funders and users of technological tools like 
AI. This gap in technological knowledge and resources within the philanthropic sector has created 
a wide discrepancy in the sector’s digitalization levels.

In discussing the opportunities and challenges presented by philanthropies’ adoption of techno‑
logical tools, the latest of which are AI‑powered tools, we outline the multiple elements that con‑
tribute to POs’ varying AI adoption rates. This also helps explain, in part, why the majority of the 
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nonprofit sector is lagging behind when it comes to digitalization. In sum, we conclude that while 
technological innovations offer unprecedented opportunities to democratize giving, enhance do‑
nor engagement, and foster collaborative impact, they also pose significant challenges such as data 
privacy concerns, cybersecurity threats, and the potential to exacerbate inequalities. Overcoming 
these challenges is important to enable an equitable and inclusive digitalization of the sector.

Finally, we dive into the AI4SG movement, mapping key stakeholders and prominent AI4SG 
initiatives and trends. Again, the AI4SG movement is not static, but rather an ever‑shifting land‑
scape of novel, emerging solutions. These solutions are widely applicable across most sectors, 
domains, and SDGs, given appropriate and ethically sourced data that can be fed into appropriate 
AI models. However, this wide applicability speaks to the versatility and utility of such kinds of 
tools in addressing social and environmental issues, without forgetting the principles of “becom‑
ing good at AI for Good” (Kshirsagar et al., 2021) for successful implementation and deployment.

Notes
 1 In total, 150 respondents from 30 countries completed the survey used to inform the report (Rockefeller 

Philanthropy Advisors, 2022).
 2 The Global Philanthropy Tracker (GPT) presents data on four flows – philanthropic outflows, official 

development assistance (ODA), remittances, and private capital investment – for 47 countries. The data 
gathered represent the year 2020 or the most recent year with available data.

 3 Established in 2017, the Charity Digital Skills Report is the annual barometer of UK charities’ digital 
skills, attitudes, behaviors, and needs.

 4 The term was reportedly coined by World Economic Forum CTO Brian Behlendorf during a spontaneous 
conversation at the 2011 World Economic Forum (Lev Aretz, 2019).

 5 We distinguish between traditional philanthropic organizations (POs) and the philanthropic arm of tech 
companies (i.e., tech philanthropies) because the latter have access to massive tech capital and deep 
know‑how tech expertise that most traditional POs often lack.

 6 The Google AI Impact Challenge is an open call to nonprofits, social enterprises, and research institutions 
worldwide to submit their ideas for using AI to address social and environmental challenges. The program 
aims to support projects that address issues in the areas of health, economic opportunity and empower‑
ment, environmental protection and conservation, education, misinformation, and crisis and emergency 
response.

 7 Google’s AI for Global Goals initiative is a program that aims to accelerate progress on the United Na‑
tions’ Sustainable Development Goals (SDGs) by supporting organizations that use artificial intelligence 
(AI) to address social and environmental challenges.

 8 Google’s Project ARDA.
 9 Google’s Flood Forecasting Project.
 10 Google’s Project Green Light.
 11 Google’s Project Relate.
 12 It is worth noting that it is predominantly large‑scale POs that have been implementing and deploying AI 

tools, whereas most of the nonprofit sector, made up of small actors, is lagging behind.
 13 E.g., Google’s Project Along and Project Relate.
 14 E.g., Facebook Disaster Maps.
 15 UN Universal Human Rights Index.
 16 E.g., Google’s Project Contrails.
 17 E.g., Salesforce’s Philanthropy Cloud.
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1 Introduction

Measuring and transparently reporting the impact of organizations and projects is becoming  
increasingly important (Then et al., 2017). This is observable in both profit‑oriented companies 
and the non‑profit sector (Fruchterman, 2016; Lapucci, 2021; Münscher & Schober, 2015; Then 
et al., 2017).

Impacts are defined as changes in stakeholders or target groups as a result of specific activi‑
ties or interventions and include a range of both positive and negative outcomes. These changes 
span intentional as well as unintentional consequences. Impact measurement aims to measure the 
changes in the target population achieved by the activities or interventions (Hehenberger & Buck‑
land, 2023; Then et al., 2017).

Several factors are contributing to the rising enthusiasm for impact measurement: Stakehold‑
ers are seeking to validate the effectiveness of their contributions and thus driving the demand for 
transparency. Notably, investors and donors are increasingly inquisitive about the tangible impact 
of their societal contributions (Hehenberger & Buckland, 2023; Lapucci, 2021; Schober & Then, 
2015; Then et al., 2017). This trend aligns with the broader societal movement toward greater 
transparency and accessibility of information (Then et al., 2017). The growing prominence of 
evidence‑based policy further underscores this shift, with public funding increasingly emphasiz‑
ing evidence and impact over input requirements (Hehenberger & Buckland, 2023; Then et al., 
2017). In addition, with growing public concern and demand for organizational transparency, there 
is a growing recognition within organizations of the benefits associated with a systematic approach 
to impact measurement: Insights from impact measurement allow organizations to adjust internal 
strategies and enhance organizational learning. It can improve understanding of the environments 
in which the organizations operate and explore the cause‑and‑effect relationships between their 
actions. This improved understanding has the potential to enhance an organization’s ability to 
make informed decisions and allocate resources effectively, thereby improving its services and 
impact (Hehenberger & Buckland, 2023; Lall, 2019; Lapucci, 2021; Münscher & Schober, 2015; 
Ní Ógáin et al., 2013; Then et al., 2017).

These benefits of impact measurement are also being discussed in the philanthropic sector. 
It has been argued that impact measurement and its outcomes play a pivotal role in fostering a 
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deeper understanding of the context in which philanthropic organizations operate and a more pre‑
cise definition of the intended beneficiary’s needs. This includes unraveling correlations between 
causes and effects and appreciating the interconnected nature of the issues being addressed. Such 
increased understanding, it is argued, allows for a more efficient approach to tackling the core and 
root causes of problems, thereby enhancing the likelihood of achieving positive impact (Bixler 
et al., 2018; Juech, 2021; Verhulst, 2021). This discussion goes hand in hand with a discernible 
shift in the sector toward a greater emphasis on strategic planning, outcomes, and impact (meas‑
urement) (Anheier & Leat, 2007; Then & Kehl, 2022). Notably, concepts such as evidence‑based 
philanthropy and strategic philanthropy are gaining popularity, guiding the strategic allocation of 
investments according to proven effectiveness (Brest, 2012; Greenhalgh & Montgomery, 2020). 
Additionally, the growing and increasingly pressing challenges of the 21st century, coupled with 
the rather limited resources of philanthropic organizations, make it more urgent than ever to use 
these resources as effectively and purposefully as possible (Anheier & Leat, 2007; Anheier et al., 
2017; Verhulst, 2021).

Although more and more organizations, including those in the philanthropic sector, are joining 
this movement and are increasingly using data to improve their strategies and evaluate their effec‑
tiveness, they face several obstacles: The first challenge for these organizations is to define what 
data is needed and to access and collect the relevant data. Organizations can often use internal met‑
rics and data to determine the resources invested and actions taken. However, it can be challenging 
to trace the impact of these activities on the target group, particularly when assessing long‑term 
and sustainable impacts (Fruchterman, 2016). Once data collection is established, organizations 
need a strategy for analyzing and using the data to inform decision‑making and strategy devel‑
opment. Successfully navigating these challenges requires not only the financial resources and 
technical capabilities to obtain data but also a comprehensive plan that outlines the appropriate use 
and analysis of the data (Bixler et al., 2018; Fruchterman, 2016). Currently, many philanthropic 
and social organizations do not have the necessary knowledge and skills to fully utilize available 
data and lack the required financial resources to conduct impact measurement (Hehenberger & 
Buckland, 2023; Kassatly, 2018; Verhulst, 2021).

The growing interest in impact measurement has led to a greater professionalization and a 
wider range of methodological approaches for measuring the social and ecological impact of or‑
ganizations or interventions (Schober & Then, 2015). This range of methodological approaches 
can challenge organizations when it comes to selecting the appropriate methods (Kah & Akenroye, 
2020). This, in turn, makes it difficult to establish consistent standards and guidelines for measur‑
ing impact (OECD, 2021). Nevertheless, several initiatives have attempted to forge common rules 
and standards: The Impact Management Project (IMP), a coalition of more than 2,000 profession‑
als worldwide, stands out in its efforts to achieve universal agreement on how to measure, man‑
age, and disclose sustainability impacts. Recent developments, such as the UN SDG Impact and 
UNDP SDG Impact Standards for Enterprises, represent significant progress toward coordinated 
language and integration across different sectors in support of SDG targets and indicators. How‑
ever, a standard framework for measuring impact across its multiple social and ecological dimen‑
sions is still lacking (Hehenberger & Buckland, 2023). In this discussion, it has been argued that 
the diversity of (social) organizations, their interventions and goals, and the complexity of social 
and environmental impacts make the creation of a universal framework difficult (GECES, 2014; 
Hehenberger & Buckland, 2023; Kah & Akenroye, 2020).

However, as this chapter outlines, even if developing a standardized framework is challenging, 
it is possible to define a generic process for creating an impact measurement model. We describe 
a four‑step procedure for impact modeling that is applicable to organizations and interventions in 
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different settings that share the goal of measuring the societal impact created. We will show that 
digital technologies and artificial intelligence (AI) can be used to identify and select relevant in‑
dicators for a given intervention area. We will discuss two options supported by a case study from 
the field of children’s palliative care. These options demonstrate how digital and AI processes can 
enhance the indicator selection process within impact modeling, thereby simplifying the process 
of impact measurement. This could serve as a roadmap for organizations seeking to measure their 
impact and increase their effectiveness. For philanthropic organizations in particular, impact meas‑
urement can be a valuable tool to ensure transparency and demonstrate the effectiveness of their 
work to key stakeholders such as donors or investors. Additionally, impact measurement results 
can help philanthropic organizations understand the contexts and issues they aim to address, lead‑
ing to the creation of appropriate solutions and informed funding decisions.

2 Four steps of impact modeling

In general, an impact model is a (mostly graphical) representation of the activities and actions 
undertaken by an organization or project, and the impacts they generate (Then et al., 2017). The 
impact modeling process can be categorized into four steps as shown in Figure 2.1, which are 
further elaborated in this chapter and are based on the deliberations of the Expert Group on Social 
Economy and Social Enterprises (GECES) on social impact measurement (GECES, 2014). The 
process begins with the establishment of the normative framework that defines the goals driv‑
ing the actions. This first step lays the foundation for subsequent steps. In the second step, the 
identified impact goals are translated into impact chains that outline the resources (inputs) and 
activities (outputs) needed to achieve the desired effects (outcomes/impacts). The third step moves 
from theoretical impact modeling to empirical measurement. This includes defining indicators as 
metrics to measure the realization of intended impacts. The fourth step concludes the process by 
calculating the overall impact. In general, this modeling exercise must also strike an appropriate 
balance between representing the complexity of the real world of interventions and reducing it for 
the sake of analysis in order to identify attributable impacts.

Figure 2.1 Basic impact modeling steps (own work).
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2.1. Defining the normative basis

The first step in impact modeling requires to address fundamental questions that underlie the entire 
process. This is the essential task of establishing a normative foundation that serves as a critical 
touchstone to answer the central questions: What are the primary goals that guide our actions? 
What outcomes are we working toward? The normative framework serves as a reference point for 
objectively assessing whether the impact being generated is in line with the organization’s goals, 
or whether it is not contributing to the desired goals or even having a negative effect. This is an 
essential step because impact data may represent inherently value‑free changes, and the normative 
basis provides the lens through which these observed changes are evaluated as positive or negative 
(Grünhaus & Rauscher, 2021).

There are various methods for defining this normative basis. These include, for example:

• Stakeholder‑specific approach: Objectives can be defined based on stakeholder groups affected, 
where a central goal might be to enhance the quality of life for one specific stakeholder group;

• Organizational goals: Normative goals can be derived from the overarching goals of the or‑
ganization, potentially reflecting the legacy of the founder or the mission of the organization;

• Established frameworks: Recognized frameworks such as the Sustainable Development Goals 
of the United Nations provide an alternative approach. However, these frameworks can often be 
abstract in nature, which may require translating the goals into measurable sub‑goals appropri‑
ate for the intervention.

The first step of impact modeling is completed when a realistic set of different (sub‑)objectives has 
been developed. This set serves as a value compass to be able to distinguish which effect is rated 
as positive or negative in the empirical impact measurement.

2.2 Identification of impact chains

The second step is to define impact chains, which show how the organization’s activities can 
contribute to achieving the goals. These cause‑and‑effect relationships show what resources and 
activities are needed to achieve the desired effects. Identifying the cause‑and‑effect relationships 
can be done by conducting a stakeholder analysis. The goal is to identify the relevant groups for 
whom an impact is to be achieved (Rauscher et al., 2015). Sub‑goals can be formulated for the 
stakeholder group, specifying the changes required at this level to achieve the intended overarch‑
ing goals (the normative foundation) in the medium to long term. Once the desired changes have 
been established for the target group, it is possible to analyze backward what activities contribute 
to these changes and what resources are required to carry out these activities. In terms of modeling 
language, the formulation of such impact chains must be understood as hypothetical subject to 
empirical testing.

The IOOI framework shown in Figure 2.2 can be used to illustrate this relationship, where input 
is the necessary resources used to perform the specified activity (output). These resources can be 
economic, such as capital, or social, such as time or labor. The category of outputs encompasses 
the actions or services that are implemented or delivered and result in a change or impact on the 
target group at the outcome level. Moreover, the IOOI model distinguishes between outcome and 
impact, by estimating the deadweight to account for changes that would have occurred even in the 
absence of inputs and outputs. This quantity is subtracted from the result to reveal the genuine, 
incremental value added by the intervention (Rauscher et al., 2015; Then et al., 2017).
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However, measuring environmental and social impacts within the complex social reality pre‑
sents challenges in determining the deadweight. The complexity stems from the difficulty of deter‑
mining what would have happened if the activity had not taken place. Several methodologies exist 
for estimating deadweight. One such approach is to conduct surveys that allow for a comparative 
analysis of conditions before and after an intervention. This retrospective study provides valuable 
insights into the changes attributable to the intervention. Moreover, empirical data can be used to 
calculate estimates of deadweight, allowing for a quantitative analysis of the counterfactual sce‑
nario (Grünhaus & Rauscher, 2021; Rauscher et al., 2015; Then et al., 2017).

2.3 Development of proxies (indicators)

Once the potential effects of the intervention have been theoretically modeled, it is necessary to 
examine the extent to which these effects are manifested in the target group (Rauscher et al., 2015). 
For this purpose, various indicators are identified as proxies to ascertain the degree to which the 
desired effect has been realized. Often, the effects cannot be measured directly as they involve in‑
tricate societal issues, such as an improvement in the quality of life. To make the theoretical model 
practically operational, a set of indicators is selected or defined that represents the most consistent 
approach to the social phenomenon of interest (Diaz‑Bone, 2022).

There are different ways to select appropriate indicators. In this chapter, we present two experi‑
mental digital approaches that simplify and improve the process of indicator determination. These 
techniques speed up the selection and incorporate modern technology to bring a contemporary 
perspective to indicator selection.

1 Matching prototype and data indicators: The first approach involves a two‑step process to 
identify indicators for the impact model. The first step is to identify theoretical indicators, based 
on the impact chains, called prototype indicators. These prototype indicators describe how the 
impact should be measured using realistically implementable indicators to assess whether (and 
how) a particular impact has been achieved. To formulate prototype indicators, relevant stud‑
ies, literature, existing frameworks, and their respective indicators are reviewed, and suitable 
aspects are extracted. Once the indicators have been selected, a description of each indicator 
needs to be formulated. In a second step, a natural language processing (NLP) algorithm is 
used to search for data indicators whose descriptions match those of the prototype indicators. 
The data indicator with the highest degree of semantic similarity with the prototype indicator is 
selected as the data indicator for the impact model. The advantage of this approach is that the 
impact model can be quickly and continuously adapted to the set of available empirical indica‑
tors, which can be extensive and rapidly changing. The prototype indicators need to be defined 
only once and can then be periodically checked against sets of available data indicators.

Figure 2.2  Impact chain structure according to the IOOI model (own work, based on Then et al., 2017. 
Social Return on Investment Analysis: Measuring the Impact of Social Investment, Springer 
International Publishing, reproduced with permission from SNCSC).
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2 Identifying commonly used items: The second approach involves analyzing existing impact 
measurement tools through similarity analysis to identify commonly used items. Based on this 
analysis, an NLP algorithm is incorporated into a tool to extract the most relevant indicators 
from existing methods and combine them into a consolidated tool. This method is particularly 
suitable for projects with multiple established tools in the field, where the aim is to identify 
significant dimensions and indicators. It is particularly useful in the initial stages of research 
when a thorough exploration of the existing field knowledge is required. The advantage of this 
approach lies in its ability to capitalize on extensive existing knowledge, synthesizing informa‑
tion while preserving the core consensus dimensions and minimizing noise.

Section 3 of the chapter presents the methodology of both approaches in detail.

2.4 Empirical testing of the model and determination of impact

Once the indicators have been identified, the theoretical impact model should be tested empirically 
to ensure its feasibility and validity. Data must be collected accordingly, with the choice of method 
depending on the selected indicators and data availability. Several methods are available for inter‑
preting the data collected, such as the Social Return on Investment (SROI) analysis or the calcula‑
tion of an impact score. The first approach compares the resources used with the resulting impact. 
Both values are monetized, allowing for the calculation of the societal return based on the differ‑
ence between the resources utilized and the impact generated (Then et al., 2017). This methodology 
provides a valuable tool for assessing the relationship between resource use and resulting impact. 
However, monetary valuation may not be applicable or beneficial for all impact measurements, 
especially when impact is assessed in varying units. Alternatively, the second normalization ap‑
proach addresses these challenges by calculating an impact score for each project, intervention, or 
organization. This method aggregates individual indicator scores, allowing flexibility in assigning 
weights to different indicators as needed. This approach is particularly useful for comparing the im‑
pact of different projects, interventions, or organizations without monetizing the measured impact.

3 AI support for the indicator selection

Having outlined the generic impact modeling process, it is now possible to examine some of its 
practical implications and explore how artificial intelligence (AI) tools can facilitate its implemen‑
tation. Before examining specific application cases, it is worthwhile to consider the design choices 
of the impact measurement model as they may affect the indicator selection process. Based on 
experience in impact modeling, it is recommended to pay attention to two macroelements that may 
motivate the choice of automation tools.

The first aspect to consider is the scope of the model. The broader the scope, the more important 
it is to examine a variety of impact areas in detail. Once the model is tuned to evaluate the impact 
of a specific, predefined intervention, its scope automatically narrows, resulting in a more work‑
able array of indicators. Certain impact modeling requirements may necessitate the creation of a 
model with greater universality, where the focus of impact conceptualization is at the macro level. 
This results in a significant expansion of the range of impact areas.

The second factor to consider when designing the impact measurement model is the acces‑
sibility of existing indicator frameworks. It should be noted that the use of such indicators can 
be beneficial for two main reasons. The first reason is that the inclusion of validated indicators, 
as determined by industry professionals or previous research, can enhance the credibility of the 
model and, consequently, its acceptance and validation by stakeholders. The second reason is 
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that it streamlines data collection and facilitates comparison. Incorporating indicators that have 
already been measured or can be measured without additional effort into the impact measurement 
model significantly reduces the cost of implementing the model. However, it is often the case that 
these indicators were originally intended for purposes other than social impact measurement. Ex‑
amples could include performance indicators used by the organization to measure their impact, 
indicators collected by third parties for risk assessment, or indicators defined by external parties, 
such as public institutions, to monitor specific areas. Selecting the appropriate indicators for this 
design choice requires careful consideration, especially given the many pre‑existing frameworks 
available. In certain sectors, the search process may uncover an array of frameworks with a large 
number of indicators. Dealing with such profusion is a demanding task for humans. As the case 
study shows, this is especially true in the specialized and control‑intensive field of healthcare.

These conditions may facilitate the integration of artificial intelligence to automate impact 
modeling intricacies. In the following sections, we present two different applications of AI capa‑
bilities that have been empirically tested in actual cases of social impact measurement projects. 
Both approaches implemented the same artificial intelligence tool during the model development 
phase for indicator identification in impact measurement. It is worth noting that the approaches 
differ primarily in their methodological settings. The first approach adopts a deductive position, 
while the second uses the openness characteristic of inductive research.

The deductive approach involves identifying indicators by starting with a pre‑existing concep‑
tualization of the impact area. In this method, the AI tool selects indicators by associating them 
with the defined components of the impact area. Essentially, the tool moves from the general 
(impact area conceptualization) to the particular (data indicators). The inductive approach is a 
method in which the conceptualization of the impact area is derived from the AI tool itself through 
the recognition of patterns in existing indicators. In this case, it moves from the particular (data 
indicators) to the general (impact area conceptualization).

As anticipated, both approaches use the same tool, so before presenting them in more detail, it 
is appropriate to make a brief mention of the artificial intelligence tool that was used in the empiri‑
cal testing.

The tool is based on an algorithm derived from NLP. Essentially, the tool can compare two 
items and generate a score based on their semantic similarity. If the two items are identical, the 
tool assigns a score of one; if the items are very different, the score approaches minus one. The 
tool produces a square matrix showing the scores for each pair of items and a list of pairs with  
the highest similarity scores. Users can easily filter the list of pairs as needed. The tool allows users 
to set a defined number of pairs with maximum scores or a minimum limit of acceptable similarity 
scores by adding a few lines of code.

This chapter does not explore the tool’s technical specifications in depth. It is acknowledged 
that more advanced NLP‑based tools may emerge over time, improving the accuracy of the results. 
The main goal of the discussion is to provide interesting use cases to stimulate interest and explo‑
ration; more powerful tools can only improve the outcome of these applications.

3.1 First approach: matching prototype and data indicators

The first approach is what has been called deductive and has been empirically tested in a project 
of Fondazione AIS.

As described above, the first step is to define prototype indicators (PIs), based on a review of 
scientific literature and official reports from institutions. The purpose of the PIs is to guide the 
search for the indicators that will be introduced to calculate the impact score. This methodol‑
ogy is useful when the project does not intend to use data from primary sources, that is, from 



Simone Bartalucci et al.

36

measurements made directly by the responsible organization, but rather to use data already col‑
lected by third parties. This approach reveals the need for an AI‑based tool to support the evalua‑
tion of existing data points, under two conditions. First, an abundance of indicators: if the model 
has an extremely broad scope, both in terms of the object of measurement (number of impact 
dimensions that are covered) and in terms of the unit of measurement (number of agents whose 
activity is measured), this can lead to the compilation of a list containing hundreds of PIs. The sec‑
ond condition concerns the indicators that already exist in the sector. It may be that the availability 
of external indicators is very heterogeneous and very numerous. Given the different purposes and 
methodologies that led to the development of these frameworks, it is clear that only a minority 
fraction of the indicators meets the requirements for measuring impact described above. However, 
the number may be so large that a selection based solely on human work is impractical within 
reasonable time and cost constraints.

Hence, the application of the similarity tool to the list of indicators can prove to be instrumen‑
tal. This application facilitates the identification of a substantial portion of indicators and plays 
a key role in advancing the model’s development. The remarkable result is the successful identi‑
fication of a comprehensive set of potential indicators to be associated with PIs. While the final 
decision rests with human judgment, the existence of a collection of highly similar indicators for 
the defined measurement dimensions serves as a valuable resource, sparing individuals from the 
tedious task of reviewing all indicators across diverse frameworks. This not only significantly re‑
duces development time but also results in a more efficient use of human resources. An additional 
advantage of this methodology is the rapid and continuous adaptability of the impact model to 
the collection of new accessible indicators. PIs are defined on a one‑time basis, after which they 
can be subjected to automatic verification whenever the set of available indicators is modified.

Figure 2.3 shows a visual representation of the logical process delineated, highlighting the 
specific points at which the NLP‑based similarity tool is employed.

3.2 Second approach: identification of commonly used items

The second approach is based on inductive logic and was tested in the context of the project pre‑
sented as a case study in the fourth section of this chapter.

Figure 2.3 Logical scheme of the first approach (own work).
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This approach follows the same general methodological framework outlined above. After identi‑
fying the normative foundation, impact chains are traced to define the effects of the individual activ‑
ities to be measured. Although this conceptual work makes it possible to establish logical sequences 
describing impact generation in each area, the choice of indicators may require further research.

It may happen that an impact dimension, as in the case of quality of life, is characterized by 
intangibility and high dependence on the state and perception of the target stakeholders. In this 
setting, it can be difficult to identify proxy indicators, and an in‑depth analysis of the scientific 
literature in the relevant sector may be necessary.

At this point, the second condition described earlier may manifest itself: the presence of a 
significant number of existing frameworks in the sector. In contrast to the previous approach, the 
similarity tool is not designed to map existing indicators to model indicators. Instead, it is used to 
support the logical development of the model by defining the most recurrent impact sub‑dimen‑
sions in existing frameworks.

Despite the possible evidence in the literature to the application of each framework to the 
relevant sector, the frameworks may differ in terms of specificity, object of measurement, and 
conception of the impact area. As discussed above, impact frameworks may have been developed 
in very different contexts, and it is possible that none of them has been specifically designed to 
measure social impact.

Given the high degree of heterogeneity, a prioritization strategy may be necessary to exclude 
certain frameworks and prioritize those that best fit the objectives of the model. This strategy can 
be implemented by defining a set of criteria and classifying frameworks based on the scores as‑
sociated with these criteria. It is then possible to identify the top‑performing frameworks for each 
stakeholder category and compare them through the similarity tool.

In a relatively short time, the tool can provide insight into the most recurring impact sub‑dimen‑
sions for each of the main stakeholders. Figure 2.4 illustrates the logical process of this approach, 
highlighting the role of the NLP‑based similarity tool.

While this approach has proven useful in developing the logic model, it has certain limitations 
and should be used with caution.

Figure 2.4 Logical scheme of the second approach (own work).
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Although this process can broaden the understanding of an impact area by identifying the most 
recurrent dimensions, it should be noted that dimensions that are not recurrent or more innovative 
in the frameworks should not be dismissed as irrelevant. As seen in the first approach, the similar‑
ity tool only identifies areas of convergence and fails to provide potential insights into areas of 
divergence. However, it remains methodologically valid to assert that the identified elements are 
dimensions that are recognized as material in stakeholder impact assessment.

Compared to the previous approach, the output of this process is more sensitive to the quality 
of the input frameworks. Therefore, a robust pre‑screening process is essential to ensure that only 
appropriate frameworks are selected.

It is important to emphasize that this approach is best suited for the exploratory stages of re‑
search. If a satisfactory knowledge base of the impact area already exists, the first approach is 
preferable due to its more rigorous methodology.

Lastly, it is recommended to validate the results with experts in the impact area. This external 
validation ensures the reliability and credibility of the outcomes and adds an essential layer of 
rigor to the research process.

4 Case study: impact modeling in children’s palliative care

Having presented two possible applications of artificial intelligence for impact measurement, it is 
possible to move further down into practice by expanding on the details of one of these cases to 
illustrate the practical relevance and usefulness of the AI‑supported processes. As a corresponding 
case study, this section presents elements of the children’s palliative care (CPC) Impact Modeling 
Project carried out by Fondazione AIS.

The primary goal of the project was to create a model to assess the impact of CPC through 
the lens of private philanthropic investors. The results were supposed to be in line with universal 
characteristics applicable to different fields of endeavor, allowing for a comparative analysis of in‑
vestments against alternative philanthropic uses of funds. The model assesses the extent to which 
a generic CPC investment has achieved its intended results, considering multi‑stakeholder impacts 
on society. The model, which serves as a versatile tool for the entire CPC sector, is also intended 
to be concise in its handling of complexity, using a minimal set of indicators to measure impact 
while ensuring validity and reliability.

The first step was to establish a normative base, driven by a clear goal: to improve the quality 
of life (and quality of death) of children and their caregivers. From this overarching goal, three 
sub‑goals were defined: (1) improving quality of life, (2) improving healthcare functioning, and 
(3) promoting social solidarity and community inclusion.

The next step was to identify impact chains. For the sake of brevity, we refrain from a detailed elabo‑
ration of the impact chains. We simply provide a sample set of impact chains (see Table 2.1) and a dia‑
gram that provides an overview of the different logical paths and sequence of effects (see Figure 2.5).

The next phase was to identify indicators that could measure the identified impact areas. The 
use of existing frameworks and indicators was preferred, based on the advantages discussed in the 
previous section. This decision was motivated by the aim to establish legitimacy within the CPC 
professional sector and integrate the data gathering phase with tools already in use for various pur‑
poses in the field. This approach received strong support from the expert field consultants involved 
in the conceptual development of the model.

The case is a demonstration of the application of the second of the approaches discussed. In 
fact, the AI tool was used to identify the appropriate indicators measuring variations in a specific 
impact area: quality of life (QoL) for children in need of CPC and their families as an outcome of 
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Table 2.1 Example of impact chains of a generic CPC investment (own work)

Strategy Sub‑strategy Input Output Outcome Main beneficiary

Develop CPC 
service 
provision 
units

Services Capital Implementing new care 
services that enhance 
accessibility

Improved access to CPC services 
(outreach)

Children and families

Develop CPC 
service 
provision 
units

Infrastructure Capital Investing in the expansion 
of CPC infrastructure

Improved access to CPC services 
(outreach)

Children and families

Create a 
supportive 
environment 
for CPC

Standard, 
Training, and 
Education

Capital Supporting the 
professional education 
and specialization 
of current and future 
healthcare practitioners

Improved professionalization of the sector 
(increased health system functioning)

CPC and healthcare professionals

Create a 
supportive 
environment 
for CPC

Shifting Public 
Conversation

Capital Initiating and supporting 
societal discourse about 
death

Improved recognition of the value of death Society
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Figure 2.5 Synthetic impact chain flows and correlations according to the IOOI model (own work).

the intervention. Since QoL serves as one of the primary normative goals for this philanthropic 
investment, its measurement is a central component of the impact model.

Recognizing that QoL is a highly intangible impact area, influenced by multiple factors and 
conceptualized differently across scientific disciplines, a comprehensive analysis of existing 
knowledge was undertaken. The aim of this analysis was to identify the sub‑dimensions that make 
up QoL for each category of individual stakeholders, in line with the normative base established 
earlier.

The process began with a collection of frameworks discussed in the literature. These frame‑
works were reviewed according to a set of criteria in order to prioritize the use of those that were 
more in line with the conceptual model. The similarity tool was then applied to the best frame‑
works to identify the most relevant sub‑dimensions within the impact area. Figure 2.6 illustrates 
the process followed and the results of each phase.

After an analysis of the available literature, 33 scientific papers and official reports on CPC 
were considered relevant for this purpose. Within these studies, a total of 32 frameworks1 emerged, 
each of which included a wide range of indicators, ranging from 5 to 50 per framework. This ex‑
tensive compilation of frameworks provided valuable insights for the development of the model, 
leading to two critical observations: (1) the lack of a single (or a few) framework with a majority 
consensus within the scientific and professional communities, and (2) the urgent need for the as‑
sistance of automation tools to comprehensively analyze the various indicators included in the 
frameworks. Both findings supported the adoption of an AI‑based approach to identify recurring 
patterns among the multitude of identified indicators.

To streamline the focus on the frameworks that contained information relevant to the prior 
conceptual development, an attempt was made to extract the essential details of these frameworks. 
Drawing from experience in impact measurement and drawing on the knowledge of expert advi‑
sors, a set of 16 criteria was developed (see Table 2.2).
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Of the identified criteria, nine (highlighted in Table 2.2) proved to be instrumental in guid‑
ing the selection of the most appropriate framework. By systematically gathering information for 
each attribute of each framework based on the identified criteria, scores were assigned to each 
framework based on these nine criteria. This scoring system allowed for differentiation among the 
frameworks, tailored to the specific needs of each stakeholder category. The outcome of this phase 
was three distinct rankings of frameworks: one for children in need, another for adult relatives, and 
a third for siblings. Table 2.3 shows the three rankings.

Even with the narrow focus, the number of indicators (several hundred in total) was still signifi‑
cant enough to require the use of an AI‑based approach. The similarity tool was applied using the 
second approach described in the previous section, as shown in Figure 2.7.

The main purpose of this process was to identify a list of the most recurring items for each tar‑
get stakeholder. Specifically, the top seven frameworks in each of the three previously constructed 
rankings were considered. The process began with the aggregation of all questionnaires from dif‑
ferent frameworks into a single CSV file. This consolidated file was then fed into the similarity 
tool, which produced a square matrix. The matrix, with the items in both rows and columns, rep‑
resented the similarity between each pair of items.

A vector was then constructed that encapsulated the average values of each row in the matrix, 
providing a concise representation of the data.

The final step was to extract the five highest average values from the vector and identify the 
corresponding items. This allowed the most significant items to be identified based on their mean 
values.

In essence, this process facilitated a thorough analysis of the framework sets and provided valu‑
able insight into the similarities between items across different frameworks. Table 2.4 shows the 
results of the process.2

Figure 2.6  Process flow for identifying and selecting indicators to measure the quality of life of CPC stake‑
holders (own work).
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Table 2.2 Criteria used to analyze CPC stakeholder quality of life indicators (own work)

ID Indicator criteria Explanation

 1 Output vs outcome Object of the measure captured by the indicator considering the impact chain model.
 2 Stakeholder specificity Identifying those indicators which are specifically intended for measuring QoL of pediatric population or their 

relatives. 
 3 Palliative care specificity Distinguishing between general QoL measures and indicators which are specifically developed to assess palliative 

care outcomes.
 4 Contextual dimension Indicator’s ability to capture values to assess the outcome in the different impact dimensions involved (physical, 

psychological, social, economic, ecological).
 5 Respondent Stakeholder that is involved in the data collection process.
 6 Timeframe of the data 

collection
Period during which data is collected in relation to the palliative care process.

 7 Target stakeholder Stakeholder whose impact is measured by the indicator.
 8 Monetizability Distinguishing indicators to which it is possible to directly assign a monetary value from those to which it is not 

possible or require further processing.
 9 Quantitative vs qualitative Distinguishing between indicators that assess quantitative information and those that assess qualitative information.
10 Temporal dimension Indicator’s ability to capture long‑term effects.
11 Level of complexity Length (number of items) of the indicator as a proxy for its complexity. More items mean more time‑consuming and 

more complex indicators to collect and interpret.
12 Granularity Frequency with which the indicator is measured.

13 License provider Type of organization that manages the diffusion of the indicator.
14 Empirically tested Distinguishing between indicators that have undergone validation in real‑life conditions and those still in 

preliminary stages.
15 Derivation Indicators whose calculation is derived from other measures (e.g., QALY is based on other QoL measures like 

EQ‑5D).
16 Structural dimension Structural dimension influenced by the impact (e.g., physical, economical, social).



AI-enhanced impact measurement in philanthropy

43

Table 2.3  Ranking of CPC’s quality of life measurement frameworks based on analysis criteria scores by 
stakeholder (own work)

Children’s frameworks ranking Adult relatives’ frameworks 
ranking

Siblings’ frameworks 
ranking

Name Score Name Score Name Score

 1 MQOL‑E 4.83 QOLLTI‑F 5.33 EQ‑5D‑Y 4.33
 2 EQ‑5D‑Y 4.50 CQLI 4.75 16D 4.00
 3 CHU9D 4.17 CES 3.67 17D 4.00
 4 16D 4.08 ICECAP‑A 3.50 CHU9D 4.00
 5 17D 4.08 EQ‑5D 3.25 PedsQL 4.0 3.67
 6 ICECAP‑SCM 4.00 ZBI 3.25 ICECAP‑CPM 3.00
 7 PedsQL 4.0 3.75 ICECAP‑CPM 3.00 WHOQOL‑BREF 3.00
 8 CHQ‑PF28 3.25 WHOQOL‑BREF 2.75 SF‑6D 2.67
 9 KIDSCREEN‑27 3.25 CES 2.75 HUI 2 2.67
10 PICU‑QODD‑20 3.00 HUI 2 2.58 HUI 3 2.67
11 WHOQOL‑BREF 3.00 HUI 3 2.58 QWB 2.67
12 HUI 2 2.83 SF‑6D 2.50 QWB‑SA 2.67
13 HUI 3 2.83 QWB 2.50
14 SF‑6D 2.75 QWB‑SA 2.50
15 QWB 2.75 PICU‑QODD‑20 2.00
16 QWB‑SA 2.75 PaPEQu 1.00
17 GDI‑P 2.75
18 CES 2.50
19 PaPEQu 2.25

The identification of these dimensions not only facilitated a comprehensive understanding of 
the frameworks but also enriched the insights. This process was instrumental in advancing the 
research methodology and was used in two different ways:

1 Questionnaire development: The identified dimensions were used to construct questionnaires 
for target stakeholders that encompassed items measuring each relevant sub‑dimension within 
the impact area;

2 Framework comparison: Additionally, a comparative analysis was conducted with existing 
frameworks, assessing the average similarity between these frameworks and our identified list. 
This comparative evaluation was again performed using the similarity tool, which provides a 
quantitative measure of alignment.3

Both sets of results served as background material for in‑depth discussions during a workshop 
with experts in the field. During the workshop, the results were not simply integrated into the 
existing model. On the contrary, their importance was to provide an outside perspective rooted 
in the synthesis of the work of many other experts. The findings were not treated as isolated 
additions to the model but were integrated through a collaborative process that enriched the 
model with diverse perspectives and expert insights. This iterative approach, incorporating 
both quantitative and qualitative assessments, strengthened the robustness of the research 
work.
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Figure 2.7 Logical scheme for utilizing a similarity tool in the CPC case study (own work).

Table 2.4  Dimensions of quality of life resulting from an analysis of existing 
 frameworks using the similarity tool grouped by stakeholder (own work)

Children Families/informal carers Siblings

Physical wellbeing Distress Vitality

Control over life Fulfillment General health

Physical environment Care‑life balance Safety

Melancholy Social life Daily activities

Vitality Burden Self‑satisfaction

5 Conclusion

The systematic measurement of societal impact is becoming increasingly important for a wide 
range of organizations. This chapter focuses on the role of AI in the indicator selection process in 
impact modeling, highlighting two different AI‑enabled approaches to indicator selection and how 
these tools can support the development of robust impact measurement models.

The first, a deductive approach, involves defining prototype indicators based on impact objectives 
and using the AI tool to efficiently identify similar indicators within extensive frameworks. Although it 
was successful in the empirical testing, this approach requires careful consideration of contextual fac‑
tors, human validation, and potential limitations in identifying conceptual gaps. The second approach 
is inductive and uses AI to support the logical development of the model by identifying recurring 
impact sub‑dimensions in existing frameworks. This technique is particularly suited to exploratory 
research phases, but it requires robust pre‑screening of input frameworks and external expert valida‑
tion. Another limitation is that the two approaches have only been applied and tested in two individual 
projects and would require further validation and empirical application to increase the robustness.
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Despite its limitations, this chapter explores the practical implications of integrating AI into 
the indicator selection process in impact modeling. It has great potential in situations where there 
is an abundance of data sources that are unstructured, inconsistent, or incomplete. This technol‑
ogy streamlines processes, enhances efficiency, and expands opportunities to integrate existing 
work. Additionally, it can be systematically valuable in cases where there are multiple competing 
measurement approaches for the same area of intervention, and their respective scopes need to be 
compared, as shown in the reported case study.

By presenting these two applications in the context of impact measurement, we aim to stimu‑
late discussion about the use of AI in philanthropy. We encourage the further exploration of AI 
tools and techniques for the indicator selection process, and to uncover the potential of AI for the 
other steps in the impact measurement process, such as defining the normative basis or calculat‑
ing impact.

ID Name Full name Source

1 QALY Quality‑Adjusted Life Years https://en.wikipedia.org/wiki/
Quality‑adjusted_life_year

2 EQ‑5D EuroQol Five‑Dimension https://euroqol.org/information‑and‑support/
euroqol‑instruments/eq‑5d‑3l/

3 SF‑6D Short‑Form Six‑Dimension https://www.qualitymetric.com/health‑surveys/
sf‑6d‑health‑utility‑2/

4 HUI 2 Health Utilities Index 2 http://www.healthutilities.com/hui2.htm
5 HUI 3 Health Utilities Index 3 http://www.healthutilities.com/hui3.htm
6 PedsQL 4.0 Paediatric Quality of Life 

Inventory
https://www.pedsql.org/about_pedsql.html

7 QWB Quality of Well‑Being Scale https://en.wikipedia.org/wiki/
Quality_of_well‑being_scale

8 QWB‑SA Quality of Well‑Being 
Scale – Self‑Administered

https://hoap.ucsd.edu/qwb‑info/QWB‑Manual.
pdf

9 16D 16D http://www.15d‑instrument.net/16d‑and‑17d/16d/
10 17D 17D http://www.15d‑instrument.net/16d‑and‑17d/17d/
11 EQ‑5D‑Y EuroQol Five‑Dimension 

Youth
https://euroqol.org/information‑and‑support/

euroqol‑instruments/eq‑5d‑y‑3l/
12 CHU9D Child Health Utility 9D https://licensing.sheffield.ac.uk/product/CHU‑9D
13 PalY Palliative Care Yardstick https://www.sciencedirect.com/science/article/pii/

S0885392410010614
14 VIP Valuation Index Palliative https://www.sciencedirect.com/science/article/pii/

S0885392410010614
15 ICECAP‑CYP ICEpop CAPability measure 

for Children and Young 
People

https://www.bristol.ac.uk/
population‑health‑sciences/projects/icecap/
icecap‑cyp/

(Continued )

APPENDICES

Appendix A: List of Quality of Life and Outcome Frameworks

Table A List of quality of life and outcome frameworks

https://en.wikipedia.org/wiki/Quality-adjusted_life_year
https://en.wikipedia.org/wiki/Quality-adjusted_life_year
https://euroqol.org/information-and-support/euroqol-instruments/eq-5d-3l/
https://euroqol.org/information-and-support/euroqol-instruments/eq-5d-3l/
https://www.qualitymetric.com/health-surveys/sf-6d-health-utility-2/
https://www.qualitymetric.com/health-surveys/sf-6d-health-utility-2/
http://www.healthutilities.com/hui2.htm
http://www.healthutilities.com/hui3.htm
https://www.pedsql.org/about_pedsql.html
https://en.wikipedia.org/wiki/Quality_of_well%E2%80%91being_scale
https://en.wikipedia.org/wiki/Quality_of_well%E2%80%91being_scale
https://hoap.ucsd.edu/qwb-info/QWB%E2%80%91Manual.pdf
https://hoap.ucsd.edu/qwb-info/QWB%E2%80%91Manual.pdf
http://www.15d-instrument.net/16d-and-17d/16d/
http://www.15d-instrument.net/16d-and-17d/17d/
https://euroqol.org/information-and-support/euroqol-instruments/eq-5d-y-3l/
https://euroqol.org/information-and-support/euroqol-instruments/eq-5d-y-3l/
https://licensing.sheffield.ac.uk/product/CHU-9D
https://www.sciencedirect.com/science/article/pii/S0885392410010614
https://www.sciencedirect.com/science/article/pii/S0885392410010614
https://www.sciencedirect.com/science/article/pii/S0885392410010614
https://www.sciencedirect.com/science/article/pii/S0885392410010614
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cyp/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cyp/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cyp/
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Table A  (Continued)

ID Name Full name Source

16 ICECAP‑SCM ICECAP Supportive Care 
Measure 

https://www.bristol.ac.uk/
population‑health‑sciences/projects/icecap/
icecap‑scm/

17 ICECAP‑A ICECAP Adults https://www.bristol.ac.uk/
population‑health‑sciences/projects/icecap/
icecap‑a/

18 ICECAP‑CPM ICECAP Close Person 
Measure

https://www.bristol.ac.uk/
population‑health‑sciences/projects/icecap/
icecap‑cpm/

19 GDI‑P Good Death 
Inventory – Paediatrics

https://psycnet.apa.org/doiLanding?doi=10.1037
%2Ft79367‑000

20 PICU‑QODD‑20 Paediatric Intensive Care 
Unit – Quality of Dying 
and Death 20

https://pubmed.ncbi.nlm.nih.gov/24878067/

21 PaPEQu Parental PELICAN 
Questionnaire

https://pubmed.ncbi.nlm.nih.gov/26265326/

22 QCPCI Quality of Children’s 
Palliative Care Instrument

https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC6397460/

23 CHQ‑PF28 Child Health 
Questionnaire – Parent 
Form 28

https://www.qualitymetric.com/health‑surveys/
child‑health‑questionnaire‑chq/

24 KIDSCREEN‑27 KIDSCREEN‑27 https://www.kidscreen.org/english/questionnaires/
kidscreen‑52/

25 C‑POS Children’s Palliative care 
Outcome Scale

https://www.kcl.ac.uk/research/c‑pos

26 QOLLTI‑F Quality of Life in 
Life Threatening 
Illness – Family Carer 
Version

https://www.dgpalliativmedizin. 
de/images/QOLLTI‑F_v2_ 
Family_Caregivers_english.pdf

27 CQLI Caregiver QOL Index https://eprovide.mapi‑trust.org/instruments/
caregiver‑quality‑of‑life‑questionnaire‑ 
physical‑emotional

28 WHOQOL‑BREF World Health Organization 
Quality Of Life – Brief 
Version

https://www.who.int/tools/whoqol/whoqol‑bref

29 ZBI Zarit Burden Inventory https://eprovide.mapi‑trust.org/instruments/
zarit‑burden‑interview

30 CES Care Evaluation Scale https://psycnet.apa.org/doiLanding?doi=10.1037
%2Ft24004‑000

31 MQOL‑E McGill Quality of Life 
Questionnaire – Expanded

https://pubmed.ncbi.nlm.nih.gov/31672131/

32 CES Carer Experience scale https://www.bristol.ac.uk/
population‑health‑sciences/projects/icecap/ces/

https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-scm/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-scm/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-scm/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-a/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-a/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-a/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cpm/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cpm/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/icecap-cpm/
https://psycnet.apa.org/doiLanding?doi=10.1037%2Ft79367-000
https://psycnet.apa.org/doiLanding?doi=10.1037%2Ft79367-000
https://pubmed.ncbi.nlm.nih.gov/24878067/
https://pubmed.ncbi.nlm.nih.gov/26265326/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6397460/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6397460/
https://www.qualitymetric.com/health-surveys/child-health-questionnaire-chq/
https://www.qualitymetric.com/health-surveys/child-health-questionnaire-chq/
https://www.kidscreen.org/english/questionnaires/kidscreen-52/
https://www.kidscreen.org/english/questionnaires/kidscreen-52/
https://www.kcl.ac.uk/research/c-pos
https://www.dgpalliativmedizin.de/images/QOLLTI-F_v2_Family_Caregivers_english.pdf
https://www.dgpalliativmedizin.de/images/QOLLTI-F_v2_Family_Caregivers_english.pdf
https://www.dgpalliativmedizin.de/images/QOLLTI-F_v2_Family_Caregivers_english.pdf
https://eprovide.mapi-trust.org/instruments/caregiver-quality-of-life-questionnairephysical-emotional
https://eprovide.mapi-trust.org/instruments/caregiver-quality-of-life-questionnairephysical-emotional
https://eprovide.mapi-trust.org/instruments/caregiver-quality-of-life-questionnairephysical-emotional
https://www.who.int/tools/whoqol/whoqol-bref
https://eprovide.mapi-trust.org/instruments/zarit-burden-interview
https://eprovide.mapi-trust.org/instruments/zarit-burden-interview
https://psycnet.apa.org/doiLanding?doi=10.1037%2Ft24004-000
https://psycnet.apa.org/doiLanding?doi=10.1037%2Ft24004-000
https://pubmed.ncbi.nlm.nih.gov/31672131/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/ces/
https://www.bristol.ac.uk/population-health-sciences/projects/icecap/ces/
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Stakeholder Original framework Item Label

Children MQOL‑E Over the past two days (48 hours), I felt: physically terrible/physically well Physical wellbeing
MQOL‑E Over the past two days (48 hours), I felt that the amount of control I had 

over my life was: not a problem/a huge problem
Control over life

MQOL‑E Over the past two days (48 hours), my physical surroundings met my 
needs: not at all/completely

Physical environment

EQ‑5D‑Y FEELING WORRIED, SAD, OR UNHAPPY Melancholy
16D I feel healthy and energetic/I feel extremely weary, tired, or weak Vitality

Informal carers QOLLTI‑F Over the past two days (48 hours) the condition of the family member/
friend I’m caring for was distressing to me: not often/always

Distress

QOLLTI‑F Over the past two days (48 hours) being able to provide care or company 
for the family member/friend I’m caring for made me feel good: rarely 
or never/always

Fulfillment

ZBI Do you feel stressed between caring for your relative and trying to meet 
other responsibilities for your family or work?

Care‑life balance

ZBI Do you feel that your social life has suffered because you are caring for 
your relative?

Social life

ZBI Overall, how burdened do you feel in caring for your relative? Caregiver burden
Siblings 16D I feel healthy and energetic/I feel extremely weary, tired, or weak Vitality

WHOQOL‑BREF How satisfied are you with your health? General health
WHOQOL‑BREF How safe do you feel in your daily life? Safety
WHOQOL‑BREF How satisfied are you with your ability to perform your daily living 

activities?
Daily activities

WHOQOL‑BREF How satisfied are you with yourself? Self‑satisfaction

APPENDIX B

Most Recurrent Dimensions

Table B Framework dimensions per stakeholder
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APPENDIX C

Rankings of Frameworks Similarity to the List of Most Recurring 
Dimensions

Notes
 1 For more information, see Appendix A.
 2 For more details on the items identified by the tool, see Appendix B.
 3 The results of this analysis are provided in Appendix C.

Table C.1 Children’s framework similarity

Children

Framework Average score Score standard deviation

MQOL‑E 0.42 0.15
ICECAP‑SCM 0.33 0.15
EQ‑5D‑Y 0.32 0.18
16D 0.28 0.14
CHU9D 0.27 0.15
PEDSQL 4.0 0.24 0.14
17D 0.21 0.14

Table C.2 Informal carers’ framework similarity

Informal Carers

Framework Average score Score standard deviation

ZBI 0.65 0.13
QOLLTI‑F 0.44 0.18
CES 0.41 0.17
ICACAP‑CPM 0.37 0.16
CQLI 0.33 0.16
EQ‑5D 0.30 0.19
ICECAP‑A 0.30 0.22

Table C.3 Siblings’ framework similarity

Siblings

Framework Average score Score standard deviation

WHOQOL‑BREF 0.41 0.16
EQ5DY 0.31 0.17
ICECAP‑CPM 0.29 0.17
CHU9D 0.26 0.16
16D 0.25 0.14
PEDSQL 4.0 0.22 0.14
17D 0.22 0.14
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PHIL4DEV

A text‑based machine learning model to compare 
philanthropic funding across the world

Nelson Amaya, Harry de los Rios and Madeleine Lessard

1 A global standard to understand what goes to philanthropy  
for development

Since 2017, the OECD has been collecting and publishing financial information from large philan‑
thropic organizations that provide substantial support to activities in developing countries and in‑
tegrating this information into Official Development Assistance (ODA) statistics. The scope of this 
work has since expanded, with more than 40 international philanthropic organizations regularly 
providing financial information to the OECD as of 2023 and philanthropic disclosure standards 
in emerging markets changing rapidly, making more information on philanthropic funding avail‑
able. The OECD Centre on Philanthropy has added financial information for over 160 additional 
organizations from 32 different countries – making available the largest open data repository on 
philanthropic activities to date (OECD, 2021a, 2021b). This data is quickly becoming an interna‑
tional standard for understanding the contributions of philanthropic organizations to development.

The OECD assesses the nature of philanthropic support using the same classification system 
applied to all ODA operations in the OECD’s Creditor Reporting System (CRS). The CRS sys‑
tem includes classifications such as financial instruments, geographic scope, and thematic focus. 
Activities are thematically classified by purpose codes – a list of specific topics used to identify 
the sector to which an individual financial contribution belongs (OECD, 2022). The CRS purpose 
code classification system offers a comprehensive range of possible development activities, mak‑
ing it suitable for classifying development‑related philanthropic activities.1

Currently, philanthropic activities are mapped to purpose codes based on a manual review of 
grant and project descriptions and input from each reporting organization under the guidance of 
the OECD. This process is key to effective and accurate classifications, as new data providers are 
unfamiliar with the OECD classification system and face a steep learning curve to use it correctly. 
However, the review process is onerous and prone to inconsistencies because it requires the verifi‑
cation of thousands of financial transactions at a time, which limits the amount of information that 
can be verified on a regular basis.

The OECD Centre on Philanthropy has developed a Natural Language Processing (NLP) 
model to scale, streamline, and harmonize the application of the OECD CRS classification sys‑
tem to philanthropic financial data. PHIL4DEV aims to facilitate comparisons of the purposes of 
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philanthropic funding in a widely applicable way so that any grant or project, described in any 
language at any point in time, can be understood in a broader context. NLP is effective in text 
classification because the algorithm can learn the patterns inherent in text through a series of 
human‑coded classifications and then predict the classifications for new text, allowing thousands 
of grants and projects to be classified in a reliable, reproducible, and accurate manner.

Ultimately, PHIL4DEV aims to become an international standard to help communicate and 
understand the nature and scope of philanthropy worldwide.

2 Mapping philanthropic activities to the classifications  
in the OECD Creditor Reporting System

The OECD CRS purpose code classification system is a standardized framework for classifying 
and categorizing international development assistance projects and activities. The classification 
system serves as a common language to facilitate the reporting and analysis of aid flows between 
donor countries and recipient countries. While this classification system was developed with ODA 
in mind, it has also been used to classify philanthropic giving, including in the Private Philan‑
thropy for Development database (OECD, 2021a, 2021b, 2022).

The CRS classification system is hierarchical and consists of three levels: sector, subsector, 
and purpose code. At the highest level, the sector represents the broad area where development 
assistance is directed. The 24 CRS sectors include education, health, agriculture, infrastructure, 
governance, and environment. Each sector is further divided into subsectors, which are more spe‑
cific categories within the broader sector. For example, the education sector includes subsectors 
by level of education: basic, secondary, and postsecondary education. Finally, purpose codes are 
the most detailed level of classification, representing the specific objectives or activities within 
the subsectors.2 These purpose codes (of which there were 234 as of 2021) allow for precise 
categorization of aid activities, such as the construction of a health clinic (12230 Basic health 
infrastructure), the provision of textbooks for schools (11120 Education facilities and training), or 
a university research project on wind energy generation (23182 Energy research).

In cases where a project description does not provide enough detail for a specific objective code 
to be assigned, it can be reported under its relevant sector or subsector (Figure 3.1). The hierarchi‑
cal nature of the codes allows for a certain degree of uncertainty at the purpose code level without 
compromising the accuracy of sector‑level totals and comparisons. This is an important feature 
given the varying quality and level of detail of project descriptions – some organizations provide 
a high level of specificity on the sectors of their activities, while others provide only very general 
descriptions. The CRS purpose code system can accurately categorize more broadly described 
activities while also capturing further detail when available.

Purpose codes are mutually exclusive areas of development, with each grant or project assigned to 
a single code. This is important for broader analyses of sector allocation across donors, geographies, 
and over time. However, in practice, many grants support activities across multiple sectors and cannot 
be accurately described by a single purpose code. This issue is dealt with in two ways: First, if the 
project is related to two purpose codes within the same subsector or sector, it can be reported using 
the higher‑level code. For example, a program that targets Basic life skills for youth (11230) and Pri‑
mary education (11220) could be reported as Basic Education (11200), and one that targets both Basic 
Education and Secondary Education could be reported as Education, Level Unspecified (11100). The 
second option is to split the project into multiple project lines, each with a unique purpose code, and 
divide the total funding of the project among the new subprojects. For example, a grant of $100,000 
that supports both feeding lunches to schoolchildren and providing primary education would be split 
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into two activities: one under the purpose code School feeding (11250) and one under the code for 
Primary Education (11220), the total funding for which should add up to $100,000.3

Figure 3.1 summarizes the scope and scale of the OECD classification system. The 234 pur‑
pose codes are not evenly distributed across sectors – some sectors have more detailed areas, 
like Agriculture, Forestry, and Fishing, while others have fewer, such as Action Relating to Debt. 
While some sector codes contain several subsectors, each of which contains multiple purpose 
codes, other sectors have only two levels. A handful of sectors, such as Reconstruction Relief & 
Rehabilitation and Disaster Prevention & Preparedness, have only one purpose code, making them 
effectively single level.

CRS codes have several useful properties for matching a wide range of philanthropic funding 
related to economic, social, and environmental development and offer some distinct advantages as 
a general thematic classification system for philanthropy.

To begin with, it allows for thematic comparisons with ODA funding, helping to put philan‑
thropic activities in a broader context. In addition, by focusing on finding a single best match to the 
objective of any financial operation, whether it is providing access to education, healthcare, social 
protection, renewable energy projects, or other possibilities included in the 234 different CRS 
code descriptions available, it helps overcome issues related to how grants and projects are named 
versus what they actually do. Moreover, the breadth of the CRS allows for accurate classification 
of issues commonly supported by philanthropy, such as research, because it can distinguish the 
specific sector to which each research project seeks to contribute (e.g., health research is classified 
differently from biodiversity research). Finally, the classification system is adaptive, changing 
over time as needed to include additional relevant categories or add precision to existing ones; for 
example, a new code for Covid‑19‑related funding was added in 2020.

However, the classification system is not without important limitations when applied to philan‑
thropy. First of all, philanthropic organizations often engage in several different types of activities 
through a single grant or project, and the treatment of these multisector activities can distort areas 
that are key to understanding the scope of philanthropy. For example, a project that develops a sin‑
gle infrastructure to provide both education and healthcare services to children might be classified 

Figure 3.1 Overview of OECD CRS purpose code classification system as of 2021.
Source: Authors based on (OECD, 2022).
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as Multisector, reducing the estimates of total spending in Education or Healthcare, even though 
it provides services in each of these areas. As mentioned above, this can be addressed by splitting 
the project into two activities and allocating a share of the funding to each, but it is often difficult 
to determine precisely what share of the funding goes to each service from philanthropic grant 
data alone. Finally, the CRS classification lacks granularity in a few areas that are prominent and 
common in philanthropy, such as cultural and arts projects, provision of services to the elderly and 
children, microfinance, and donations to specific government funds.

Given the relevance of the CRS classifications, the PHIL4DEV model was designed to auto‑
mate the mapping of philanthropic activities to their best‑matched purpose code, based solely on 
the descriptions of each activity. The model is described in detail in the next section.

3 Building PHIL4DEV

PHIL4DEV is a supervised machine learning model that maps the descriptions of philanthropic 
grants and projects to the OECD CRS classifications. Figure 3.2 presents the workflow followed 
in building this model. The first step in building PHIL4DEV was to describe existing data on phil‑
anthropic activities, which had already been classified by OECD staff as of 2019. This data helps 
the model learn underlying patterns to generalize the classification of philanthropic activities to 
OECD codes. The description of the existing data points to sample imbalance, as the frequency 
of classes is not evenly distributed. This can cause the model to give more weight to the more 
frequent categories, resulting in a high number of false‑positive classifications to these categories 
and overall poor performance. Therefore, the second step is to address the sample imbalance by 
removing target classifications that are infrequent and not relevant to philanthropy, such as public 
finance activities.

The third step involves estimating and evaluating the model. The model was estimated in the 
statistical computing language and environment R (Version 4.1) using XGBoost (Chen & Gues‑
trin, 2016; R Core Team, 2021). XGBoost is based on decision trees and optimized for regression 
and classification tasks.

3.1 Data preparation

To estimate the relationships between philanthropic activities and OECD thematic classifications, 
the model uses a bag‑of‑words approach, which represents texts by the presence of words within 
the text of each activity. To prepare the vocabulary for the model, the data must be cleaned by 
removing URLs, punctuation, numbers, and other symbols. Data collected in Spanish, French, 
and Portuguese was translated into English using Google API Cloud. The text was then tokenized 
by splitting all descriptions into a list of words, trimming English stop words, and stemming the 
remaining words using the tm R package (Feinerer & Hornik, 2023). Finally, the data was repre‑
sented as a document term‑matrix.

Figure 3.2 PHIL4DEV workflow.
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The process of splitting our dataset into testing (to check out‑of‑sample performance), training 
(for the model to identify the underlying patterns between text and classifications), and validation 
(to calculate performance metrics to compare model parameters) sets helps to prevent overfitting 
and to adjust the hyperparameters of the model. The process and the data in each set are summa‑
rized in Figure 3.3.

3.2 Addressing category imbalance

Two steps were taken to address the category imbalance in the sample. The first step was to reduce 
the number of examples in very frequent classes by randomly removing some examples (Kraw‑
czyk, 2016). This meant randomly reducing the examples provided to the training set for a few 
classes: 80% of the data was removed for activities classified as Infectious disease control, 50% of 
the data was removed for Family planning and Human rights, and 40% of the data was removed 
for Reproductive healthcare, Agricultural research, and STD control.

The second step was to add examples for underrepresented classes – those with less than 1,000 
examples. This was done by selecting a random sample of classified data from these underrepresented 
categories and then imputing additional examples using a BERT model (Devlin et al., 2018; Ma, 2024).

3.3 Estimation and validation

The hyperparameters for PHIL4DEV were chosen using a random search approach (Bergstra & 
Bengio, 2012). The model was trained 500 times, each time with a parameter value chosen ran‑
domly from a wide range. Once the parameters that give the best model performance are identified, 
the model is trained. Finally, the model’s performance is evaluated on the test set, which consists 
of data that the model has not seen before.

To evaluate the model, the performance in predicting each of the categories must be weighed 
against the proportion that each of the classes is present in the data, given the high imbalance in the 
original dataset. To do this, we use the micro‑average F1 score (Tharwat, 2021). Since the categories 

Figure 3.3 PHIL4DEV data workflow.
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that make up the sample are unbalanced, we use this metric to measure how well our model predicts 
each category, weighting it by the proportional occurrence of the category across the data. Weighting 
each class’s F1 score by its proportion of samples in the entire dataset results in a micro‑F1 score of 
0.74. The weighted F1 score has significant variation across classification codes, with some clas‑
sifications being assigned accurately most of the time, such as Anti‑corruption organizations and 
institutions or Early childhood education, while others perform poorly, such as Basic sanitation or Ag‑
ricultural policy and administrative management, because they are not common in the original data.

For these infrequent categories, additional human verification, collecting additional data 
from organizations working on these topics, and user feedback will improve the accuracy of 
classifications.

3.4 Prediction, transparency, and availability to the public

Making the model accessible to potential survey respondents and data providers is an impor‑
tant feature of PHIL4DEV. For this reason, the model has been adapted for public consultation 
and made available online through a Shiny dashboard (OECD, 2021a, 2021b). Users can enter 
plain text descriptions and find up to three most likely predictions, or a warning that the text is 
uninformative if no purpose code can be assigned with more than 10% probability (Figure 3.4). 
Each time the model is consulted, the full description of the predicted purpose codes is dis‑
played, allowing the user to understand in more detail what the model is predicting for their text 
(Figure 3.5).

4 The future of PHIL4DEV

PHIL4DEV can become a more widely used tool, and an international standard, with a few im‑
provements, which will be described in turn.

9

6

3

0

0.25 0.50 0.75

F-1 scores across classi�cations

Agricultural policy
and administrative

management Anti-corruption
organisations and

institutions

C
la

ss
i�

ca
ti

o
n

 c
o

d
es

1.00

Micro F-1

Figure 3.4 Histogram of PHIL4DEV performance across classifications.



PHIL4DEV: compare philanthropic funding across the world

57

4.1 Data limitations: multiple languages, text ambiguity, and category 
frequency

PHIL4DEV has several limitations. First, the model is not language agnostic, as it is built to make 
predictions for English texts. This means that if a text is written in another language, it must first 
be translated into English, with all the errors that a language translation may entail.

Second, since PHIL4DEV uses a bag‑of‑words approach, it is unable to understand the differ‑
ent meanings of words depending on the context. Two sentences that share the same words but 
have opposite meanings will be predicted to belong to the same category.

Third, the input to the model, descriptions of philanthropic activities, can often be vague or am‑
biguous, making predicting classifications very difficult. For a prediction to be accurate, the model 
requires some degree of clarity in the text, but if the text is too short or does not include words related 
to the purpose of the activity, the accuracy of the model will be compromised by uninformative input.

Finally, sampling imbalance significantly hampers the ability of the model to generalize to 
some classifications. Ideally, we would like to have a similar number of examples for each cat‑
egory. We are forced to compensate for this imbalance in the data with sophisticated techniques 
that, while significantly improving the performance of the model, could introduce biases in the 
definition of each category.

4.2  Classification limitations: classification into multiple distinct topics, 
thematic uncertainty, and lack of granularity in important topics

Because the CRS classification system was not designed to classify philanthropic activities, the 
target classification system itself is not without problems.

Type a grant or a project description in the box below, in

English, and click Find topic to see which are the most likely

topics.

Once the results are calculated, you'll see up to 3 likely

purposes related to your grant/project, how likely it is to be

associated with each one, and a detailed description.

Topic Classi�er

Classify Your Grant/Project

Type description:
Maximum 300 characters

only 300 characters remaining.

Find topic

Figure 3.5 Public accessibility to PHIL4DEV model using Shiny App.
Source: OECD (2021a, 2021b) https://oecd‑main.shinyapps.io/philanthropy4development/.

https://oecdmain.shinyapps.io
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The one‑to‑one correspondence between activities and codes is both an advantage and a disad‑
vantage of the classification system. In cases where a project, by its very nature, tackles multiple 
distinct sectors, and there is no information available on how to break it down into several activi‑
ties to estimate how much funding corresponds to each one, the classification system will place 
the project under 43010 – Multisector aid, losing the information on which sectors the project ad‑
dresses. To overcome this problem, a tagging system for projects can be added so that one project 
can have multiple purpose codes associated with it, but at the cost of losing the ability to aggregate 
funding within sectors.

Moreover, while the CRS classification system is well suited to dealing with uncertainty about a 
project within a sector, it does so better in some sectors than in others. For example, in education, 
a project that clearly targets an educational intervention but is unclear about the level of education 
(e.g., primary, secondary) would be classified as Unspecified Level but within the education sec‑
tor. However, general support to a local Non‑Governmental Organization (NGO) without a narrow 
thematic focus would be placed in the subsector Government & Civil Society‑general because 
the classification system does not provide separate treatment for non‑governmental organizations, 
which are the most common recipients of philanthropic funding.

The final issue is one of incompleteness: there are areas of philanthropy for which there is no 
appropriate classification, even though they are development‑related and relevant to philanthropic 
donors. Philanthropic organizations often provide specific social services, such as supporting or‑
phanages and running older people’s homes, all of which are classified under 16010 – Social Pro‑
tection, but it is often valuable to distinguish precisely how many resources go to either service.

In conclusion, some small extensions to the classification system to allow for more granularity 
in activities that are relatively more relevant to philanthropy than to ODA, a parallel tagging sys‑
tem that classifies multisector projects, and a more comprehensive classification for NGOs would 
all improve the understanding of philanthropy.

4.3 Technological limitations: new NLP tools

The NLP technologies used in the PHIL4DEV model favor interpretability, reproducibility of 
results, and ease of implementation but come at the expense of greater predictive accuracy and 
wider scope.

More sophisticated Deep Learning NLP tools, such as BERT models, and Large Language 
Models such as [GPT4] can address many of the weaknesses of PHIL4DEV, but at the cost of 
introducing new challenges in terms of interpretability of results (Chakraborty et al., 2017) and 
overall complexity (Hu et al., 2021). These tools can improve accuracy (Kamath et al., 2018), 
support multilingual documents (Manias et al., 2023), enable information extraction, and perform 
question‑answering tasks through concrete queries (Brown et al., 2020).

Finally, in order for PHIL4DEV to serve an open tool that can be used by philanthropic or‑
ganizations to align their philanthropic activities with standardized goals, it should be able to 
provide immediate responses to a large number of users and also receive feedback from them. 
State‑of‑the‑art machine learning engineering practices would allow for faster response times for 
a larger flow of users and data.

In using newer technologies, we see two challenges. The first is the inheritance of biases from 
pre‑trained models that have limited transparency. Since these models are trained on large amounts 
of manually labeled data, they contain errors and biases inherent in the population from which 
they were collected. Without detection and treatment (which are limited because these models are 
trained on non‑open data), these errors and biases tend to be amplified in the predictions of these 
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models (Navigli et al., 2023). More effort should be put into detecting, measuring, and mitigating 
these biases. The second is the implementation of these technologies, which requires additional 
hardware and software resources, from training and testing the models to implementing the infer‑
ence service (Thompson et al., 2020).

5 Conclusion: global philanthropy in need of modern tools

PHIL4DEV is the first attempt at a globally applicable tool for comparing philanthropic activities 
from any context, in any language, based on mapping their descriptions to the OECD classifica‑
tions for development assistance. The model served as a scaffold for the OECD (2021a, 2021b) 
global report Private Philanthropy for Development – Data for Action and presents a promising 
way to expand and consistently compare philanthropic activities from very different contexts – to 
map the philanthropic sector on a global scale.

How will PHIL4DEV improve in the future? What can it do and what new insights can it bring 
to global philanthropy for development?

First, the vocabulary of the model has been trained with 2019 data and should be updated so 
that it can be applied to new classifications, such as Covid‑19. The model should be retrained with 
newly collected data, and more efforts need to be made to improve the model’s precision in some 
thematic areas, such as civil society and multisectoral interventions. After updating the model with 
more recent data, estimates of philanthropic contributions to Covid‑19 will be more accurate and 
reliable.

Second, PHIL4DEV could be significantly improved by using more advanced NLP techniques 
that can overcome imbalances and accurately predict classifications for rare cases. This improve‑
ment will come from using new techniques and collecting additional data from organizations 
working on topics that are not very common.

Beyond the accuracy of the model, there are additional opportunities that come from a deep 
understanding and accurate measurement of what philanthropy is funding, who is receiving it, and 
where it is going. On the one hand, classified philanthropic data can help reveal trends in the sec‑
tor that are invisible at any other level, such as reallocations from one topic to another or from one 
geography to another. On the other hand, this data can help predict how funding could be allocated 
to new topics, grantees, and countries, which will help private donors with common interests find 
each other more easily, as information is one of the most prevalent barriers to collaboration in the 
sector (OECD, 2021a, 2021b, p. 52). With detailed multi‑year data on philanthropy for develop‑
ment, the model allows for portfolio similarity analysis so that foundations with common interests 
and geographies can more easily find spaces to collaborate or avoid duplicating their efforts.

An updated version of PHIL4DEV will be developed in 2024 to help classify data for a new 
global survey that will attempt to integrate all of the above.

Notes
 1 Other classification systems for philanthropic activities have also used the OECD CRS classification. 

For foundations based in the United States, see Candid’s Philanthropy Classification System. https://
taxonomy.candid.org/.

 2 The purpose code taxonomy describes the economic and social sector of the activity, rather than its ulti‑
mate objective. For example, an activity focused on improving sanitation would be classified in the Water 
Supply and Sanitation sector, even if its ultimate goal is to improve health. Similarly, an energy access 
project would fall under the energy sector, even if its goal is to increase productivity by providing energy 
services to businesses.

https://taxonomy.candid.org
https://taxonomy.candid.org
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 3 When a project is split between multiple purpose codes, donors are asked to indicate the percentage of 
funding that belongs to each code (e.g., in the example above, the donor could indicate that 80% of costs 
was for primary education and 20% toward school meals). However, in practice this level of information is 
not always available, and funding is instead allocated assuming equal shares for all relevant purpose codes.
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4
FAST‑TRACKING THE USE OF AI  
IN EVERYDAY PHILANTHROPY

Stefan Schöbi

1 Technology adaptation with AI and philanthropy

The exchange dynamics in philanthropy, traditionally anchored in formalized written communi‑
cation, hold inherent potential for enhancement through language models. This chapter does not 
delve into the merits of this communication style. Still, it acknowledges its established presence, 
paving the way for language models to revolutionize the efficiency and effectiveness of the grant 
application process. Through AI‑enhanced grant allocation, the sector can ensure that funds are 
effectively distributed to maximize its impact.

The sheer potential does not mean technology is adopted heavily and quickly. There has been a 
lot of research on technology adoption, underlying that the path of technology adoption isn’t linear 
nor is it uniform across individuals or institutions. Historically, society’s integration and adoption 
of new technologies have followed patterns of skepticism, resistance, exploration, acceptance, and 
eventual dependence. Every transformative invention, from the printing press to the smartphone, 
experienced a journey from novelty to necessity.

In the context of innovation, the existence of “assimilation gaps” typically refers to the dispari‑
ties between the introduction of new technologies or practices and their widespread adoption or 
integration into regular use. In other words: Having access to innovative tools is one thing – the 
ability to utilize them effectively is another.

This chapter focuses on the actual state of use of AI in the grantmaking process and strategies 
for fostering AI dissemination, analyzing concrete use cases of applied AI in the grantmaking 
process. Section 1 is descriptive and delves into AI’s current adoption and challenges within Swiss 
philanthropy, backed by empirical data. Section 2 opens a proscriptive perspective presenting ac‑
tionable strategies rooted in specific AI applications and – again – supported by empirical survey 
data to pave a learning journey for everyday philanthropy.

1.1 Common models for innovation diffusion

In his foundational text Diffusion of Innovations, American sociologist Everett M. Rogers explains 
how, why, and at what rate new ideas and technology spread through society. Rogers had a pre‑
scriptive view of the dynamics of the diffusion of technology, which he understood as adoption, 
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primarily focusing on the individual. The book is still an important foundational work, not only 
because of its length (over 500 pages) but mainly because it strongly focuses on communicative 
aspects of diffusion – which have turned out to be key.

In the very early phases of diffusion, mass media plays a significant role; later, when many 
personal experiences are available, interpersonal communication becomes essential. So‑called 
Change Agents also play a key role. A Change Agent mediates between a Resource System and 
a Client System – the Change Agent himself has extensive expertise in dealing with innovation 
and can pass it on (Rogers, 2003, p. 368). In the later phases, opinion leaders are crucial, namely 
people who are above average in their ability to influence others’ opinions, especially regarding 
the speed with which innovation is adopted (Rogers, 2003, p. 300).

Everett M. Rogers, in his seminal work, proposed the Innovation Adoption Curve to represent 
the stages through which an innovation travels from its introduction to its widespread adoption. 
This is by far the most cited depiction of the work, the most frequently used illustration on the 
subject of innovation, which should be familiar to most readers. This curve classifies adopters into 
five main categories: Starting with the Innovators, comprising 2.5%, they are the trailblazers, often 
taking risks and having the financial means to interact with like‑minded pioneers. They are closely 
followed by the Early Adopters, who represent 13.5% and, while quick to embrace innovations, 
are more thoughtful than the innovators and often hold influential roles within their communities. 
The Early Majority, making up 34%, are those who venture into new ideas before the general pop‑
ulation but take longer to decide than the early adopters. They’re followed by the Late Majority, 
another 34%, who, despite their skepticism, eventually come around to adopting the innovation, 
albeit after most have done so. Finally, the Laggards, accounting for 16%, are the most resistant, 
often preferring tradition over change (see Figure 4.1).

If we compare this book with The Technology Fallacy by Gerald C. Kane et al. (2019), we real‑
ize that digital maturity is primarily about people and the realization that effective digital transfor‑
mation involves changes to organizational dynamics.

Kane et al. expand the concept of adoption, which, as Rogers correctly captured, focused on in‑
dividuals to include adaptation, where innovation is picked up and implemented by organizations, 
mainly businesses. While businesses adapted more quickly to technology than individuals did 15 

Innovators Early Adopters Early Majority Late Majority Laggards

2.5% 13.5% 34% 34% 16%

Figure 4.1 Innovation adoption curve by Everett Rogers, see Rogers (2003, p. 281).
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years ago, this has changed. Interestingly, the authors say: “Adoption is not [anymore] the most 
critical digital disruption problem most managers face” (Kane et al., 2019, p. 31).

To substantiate adaptation, Kane et al. introduce the concept of “Digital Maturity” of an organi‑
zation, which also strongly relates to the well‑known concept of the “Growth Mindset” introduced 
by Carol Dweck (2006) (see Kane et al., 2019, p. 3ff. and figure p. 162). Regarding the diffusion 
of innovation, the focus has thus clearly shifted to the adaptation gap: “how the majority of indi‑
viduals want (and expect) to use technology to engage with companies and how companies have 
adapted to support those interactions” (Kane et al., 2019, p. 33).

The past decades have shown how vital technology adaptation is for companies. This is pre‑
cisely why Clayton Christensen (1997) discusses how big and successful companies lose their 
market leadership due to innovation assimilation gaps in The Innovator’s Dilemma. The book 
focuses on the pitfalls companies face when innovations disrupt their markets. He expounds on 
how these companies, though efficient in their operations, fail to adopt disruptive technologies 
early on because they fail to see the potential in new markets. Robert Sutton and Jeffrey Peffer’s 
well‑known exploration into the dichotomy between knowledge and action underscores that action 
is needed (Pfeffer et al., 2000). Their principle, encapsulated in the first chapter’s title, “Knowing 
What to Do Is Not Enough,” highlights that companies often fail not due to a lack of knowledge 
but because of the inability to act on that knowledge.

1.2 The four stages in technology diffusion

Combining the models of adoption and adaptation, we can create a simple phase model integrat‑
ing individual adoption as well as organizational adaptation. Building on Rogers’ five adopter 
categories, we can detail the psychological journey an individual undergoes and combine it with 
the challenges impacting an organization’s ability to compete, based on Kane et al. (2019, p. 201), 
splitting the journey into four stages.1

During the initial phase of skepticism, potential adopters grapple with doubt and question the 
innovation’s efficacy. This uncertainty soon transforms into active resistance, as individuals per‑
ceive more disadvantages than advantages. However, as they gradually recognize the innovation’s 
benefits, they transition into exploration, experimenting with its potential. Ultimately, this journey 
culminates in the full acceptance, integration, and regular use of the innovation.

In The Innovator’s Dilemma, Clayton Christensen (1997) emphasizes the “resistance” phase. 
He suggests that many big corporations remain stuck in this phase due to organizational inertia, 
current customer demands, or sheer disbelief in the disruptive potential of the innovation. Expand‑
ing on the four‑phase model, Christensen (1997) would likely add a phase of “Organizational 
Complacency” between Resistance and Exploration, where organizations (i.e., a significant part 
of the management) acknowledge the innovation but believe they can weather its effects or adopt 
it later with ease.

As stated, The Technology Fallacy by Gerald C. Kane et al. introduces the idea that the mere 
adoption of new technologies isn’t enough. What truly matters is understanding the change in 
organizational dynamics and the human element of digital transformation (Kane et al., 2019, chap‑
ter 6ff.). The primary argument is that digital maturity isn’t about the technology itself but how 
organizations adapt and change their cultures and processes to make the most of these tools (Kane 
et al., 2019, chapter 2).

Drawing from Kane’s insights, we can further expand on Rogers’ stages of innovation diffu‑
sion. The Technology Fallacy introduces an element of “Organizational Culture Shift” that should 
occur mainly alongside Exploration.2 Before true acceptance can take place, organizations must 
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not only explore the technology but also adapt their organizational cultures to the demands and 
possibilities the innovation introduces. Moreover, Acceptance can be a stage of continuous adapta‑
tion, because: “Maturity is never complete” (Kane et al., 2019, p. 46). This aspect recognizes that 
in the digital era, innovations are continuous, and organizations must perpetually adapt, relearn, 
and refine their approaches to stay relevant.

Throughout our exploration of innovation diffusion, the contributions of Rogers, Christensen, 
and Kane have provided a framework for how individuals and organizations navigate the com‑
plexities of change. Rogers introduced us to the foundational trajectory of adoption, tracing the 
journey from initial skepticism to full acceptance. Christensen (1997), working on the pitfalls 
companies face, added depth to our understanding of the resistance phase, adding an important 
“Organizational Complacency” state – a state where organizations remain stuck and need a “push” 
to get into active exploration. Kane further refined this perspective by emphasizing the human 
element of digital transformation, suggesting that true acceptance requires not just the adoption of 
technology but also an organizational culture shift, both happening concentrated in the exploration 
phase, which in a certain sense becomes a permanent state.

In sum, the refined model of innovation diffusion begins with skepticism, characterized by doubt 
about the innovation’s value. It then progresses to resistance, where the perceived disadvantages of‑
ten outweigh the benefits. However, as benefits become apparent and organizational dynamics shift 
to accommodate the new reality – especially when an additional kick occurs – the exploration phase 
ensues. This stage is crucial, as it involves experimenting with the innovation and adapting organi‑
zational cultures. The journey concludes with acceptance, where innovation becomes an integral 
part of regular operations, and, following Kane, must be understood as a kind of continuous explo‑
ration. The insights remind us that, while technology evolves, the success of its adoption hinges on 
human and organizational adaptation and readiness to change. In this way, the technology adoption 
and adaptation journey often mirror the human psychological response to change (see Figure 4.2).

2.5% 16% 50%

Adoption

Skepticism Resistance Exploration Acceptance

100%

Adaptation

Figure 4.2 Four states of innovation diffusion, including confidence thresholds.
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1.3 Defining the readiness of AI adaptation in Swiss philanthropy

But while the potential of AI is often touted, its real‑world adaptation – particularly in niche sec‑
tors like philanthropy – remains an empirical question. To shed light on this, we embarked on a 
comprehensive survey, engaging both grantseekers and grantmakers in the Swiss philanthropic 
arena. With 89 representatives lending their insights, this endeavor represents one of the first thor‑
ough examinations of AI readiness within the sector to date. Our survey honed in on three key 
dimensions of AI within philanthropy. We first gauged its current use, capturing the present‑day 
integration of AI technologies. We then assessed anticipated AI utilization, offering a glimpse into 
future aspirations. Finally, we identified challenges, spotlighting the primary inhibitors hindering 
AI adaptation in the sector. These insights, captured in the subsequent tables, provide a tangible 
snapshot of where Swiss philanthropy stands vis‑à‑vis AI adaptation (Tables 4.1–4.3).

Table 4.1 Current use of AI, n = 89

Current use of AI Funders (%) Nonprofits/mixed (%) All (%)

We have no experience with AI. 88 71 78
We use chatbots or virtual assistants for 

communication.
 0  7  4

We use AI for the analysis of donor data 
and fundraising.

 0  2  1

We use AI for content creation, for 
example, for requests (text, image, 
motion picture).

 3 16 11

We employ AI in recruitment/human 
resources management.

 0  2  1

We use AI for automated application 
preliminary review.

 0  2  1

We have developed our own AI 
applications.

 3  0  1

Calculated usage index [first question 
inverted]

12 29 22

Table 4.2 Expected use of AI, n = 89

Expected use of AI Funders (%) Nonprofits/
mixed (%)

All (%)

We expect AI to increase the efficiency of our 
operational processes.

 6 27 19

We hope that AI will assist us in identifying funding 
projects.

12 11 11

We wish that AI supports us in application 
submissions.

 9 33 24

We see AI as an opportunity to strengthen our donor 
relationships.

12 24 19

We hope for innovative solutions to societal challenges 
through AI.

 6 31 21

We plan to use AI for data‑based decision‑making.  0 13  8
Calculated confidence index [mean of all]  7 23 17
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Table 4.3 Inhibitors, n = 89

Inhibitors Funders (%) Nonprofits/mixed (%) All (%)

Lack of understanding/internal 
training needs in the area of AI.

47 35 39

Data protection and security 
concerns when dealing with AI.

35 51 45

Concerns about ethical issues and 
responsible use of AI.

47 47 47

Lack of financial resources for the 
implementation of AI.

24 35 30

Difficulties integrating AI into 
existing processes and systems.

35 22 27

General skepticism about 
the benefits of AI for our 
foundation’s goal.

32 38 36

Our survey paints a distinct image of AI readiness within Swiss philanthropy. Members of 
grantmaking organizations show a modest 7% confidence level toward AI adoption, while grant‑
seeking counterparts reflect a heightened confidence at 23%. This highlights the nuanced perspec‑
tives and challenges across the philanthropic landscape.

Before further interpreting these figures, one might wonder: Are these confidence levels high 
or low in a global context? For perspective, we turn to the Artificial Intelligence Index Report 
2023, an independent initiative at the Stanford Institute for Human‑Centered Artificial Intel‑
ligence (HAI), supported not only by big corporates like Google but also by the grantmak‑
ing foundation “Open Philanthropy” based on the doctrine of effective altruism. Their broader 
question to the general populace delved into whether “products and services using artificial 
intelligence have more benefits than drawbacks.” Their findings were intriguing: while China 
displayed a robust confidence at 78%, Germany registered 37%, the US stood at 35%, and 
France at 31% (p. 324).3

When juxtaposing our findings against Stanford’s, it is evident that even the lower international 
confidence levels, like those of the US and France, outpace Switzerland’s grantmaking institu‑
tions. However, this discrepancy becomes understandable when considering the context of each 
survey. Stanford’s inquiry tapped into general sentiments from a broader population regarding AI’s 
overarching utility. In contrast, our survey navigated the more intricate waters of a specialized 
professional group inquiring about a specific AI application within philanthropy. Naturally, such 
specificity and niche focus would yield more conservative confidence levels.

Now, mapping the intangible process of innovation adoption and adaptation into tangible met‑
rics is a challenging task, as linking a conceptual model to quantified research findings poses 
various methodological hurdles. Straightforward methods like linear mapping or using the bell 
curve approach seem unhelpful at first glance. An empirical cluster analysis seems ideal in many 
respects, pinpointing natural groupings based on real‑world feedback. However, such an approach 
necessitates extensive surveys and comprehensive studies, which we currently lack due to the 
dearth of such empirical research.

Consequently, our attention is drawn – again – to a widely recognized schema: the Rogers’ 
innovation adoption curve. While not directly geared to our precise needs, it is a formidable tool 
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when guided by certain premises. Acknowledging the significant time lag between technological 
preparation and widespread use is essential. Thus, the midpoint of Rogers’ curve at 50% must sig‑
nal a beginning phase of acceptance. Notably, the exploration stage does not demand a majority; 
the actions of innovators and early adopters alone can set the stage. Armed with these premises, 
Rogers’ curve offers a promising bridge between the conceptual and the quantifiable.

Building on Rogers’ curve, we can derive a refined mapping tailored to our needs. The skepti‑
cism phase represents the initial latency, encapsulating confidence levels from 0% to 2.5% – where, 
with regard to the model, it is only the innovators who are at work. Progressing into the resistance 
bracket, which spans to 16%, we see some initial but not yet comprehensive experiments. The ex‑
ploration phase, stretching to 50%, witnesses an early majority amplifying the momentum, realiz‑
ing the innovation’s potential. Surpassing the crucial 50% mark, we transition into the acceptance 
realm, marking the innovation’s broad and impactful resonance.

The data paints a clear picture: grantmaking organizations with a 7% confidence level are in the 
“Resistance” stage, indicating hesitations or barriers to AI adoption. Meanwhile, grantseeking organi‑
zations, at 23%, fall into an early “Exploration” stage, signaling an emerging interest in AI’s potential. 
Supporting this classification, a delve into inhibitors provides telling insights. A substantial 47% of 
grantmaking organizations pinpoint a “Lack of understanding/internal training needs in the area of AI” 
as a significant roadblock hindering them from entering the “Exploration” stage. In contrast, grant‑
seeking entities display a higher concern (51%) about “Data protection and security” when engaging 
with AI, which is indicative of their exploratory phase where the practicalities of AI implementation 
come to the fore. These inhibitor findings thus resonate well with the earlier confidence levels – in 
sum, grantseekers are showing tentative steps toward AI, whereas grantmakers remain more reserved, 
highlighting nuanced distinct readiness levels within the Swiss philanthropic sector (see Figure 4.3).

2.5% 16% 50%

Adoption

Adaptation

Skepticism Resistance Exploration Acceptance

100%

Grantmaking
Organizations

Grantseeking
Organizations

7% 23%

Figure 4.3  Empirical mapping of AI innovation adoption stages in Swiss philanthropy: grantseeking vs. 
grantmaking organizations.
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2 Fast‑tracking AI adaptation in philanthropy

From a sociological standpoint, models like the four‑phase one observe and describe phenom‑
ena without judgment. However, when viewed through an economic lens, especially considering 
insights from heavyweights like Christensen and Kane, the focus shifts to devising strategies to 
accelerate through the phases. This also reflects the general reception of Rogers’ seminal work as 
moving from a descriptive to a proscriptive model (Rudd, 2016, par. 4).

To fasten the adoption of technology at the individual and institutional levels, it is crucial to 
understand and leverage certain strategies that address the barriers and motivators of adoption. 
Fast‑tracking the process, especially the phase of exploration, can be a key to exploiting the full 
potential of innovations and maintaining a competitive edge in today’s rapidly changing digital 
landscape.

Guided by this understanding, our approach will be methodical: initially, we will gauge strate‑
gies to expedite innovation adoption at large. Subsequently, we will identify a palette of use cases 
that encapsulate AI’s potential. These cases will then be empirically evaluated, prompting another 
layer of our research with an additional survey, scrutinizing the desirability and feasibility of the 
cases with a focus on addressing the core concerns. Our endeavor will culminate in synthesizing 
these insights into an actionable guideline primed for smooth implementation.

2.1 Strategies and influencing techniques for fast‑tracking  
technology adoption

In the journey of technology adoption, several overarching strategies are universally beneficial 
for accelerating innovation uptake, among showcasing advantages and its real‑world efficacy by 
presenting success stories and their tangible outcome, which is probably the most obvious. To 
ease integration, ensuring the new technology’s compatibility with existing systems can be instru‑
mental: Making the technology compatible with existing systems and ensuring easy integration 
can remove significant barriers (Rogers, 2003, p. 15). Offering plug‑and‑play solutions, APIs, or 
interoperable features can be a game‑changer. Furthermore, building trust through unwavering 
transparency about the technology’s capabilities (and limitations), data privacy, and security fea‑
tures is essential.

Nevertheless, each of the four stages of adoption has its unique barriers and motivators. Ad‑
dressing these specific concerns can significantly improve the speed of transitioning from one 
stage to the next. The primary barriers in the Skepticism phase include fear of the unknown and 
lack of perceived relevance or understanding of the technology, often indicated by vocalized 
doubts about its feasibility or utility. Addressing these requires clear communication about the 
technology’s benefits and potential impact (this is why Rogers considers mass media to be benefi‑
cial in the early stages, see Rogers, 2003, p. 205). Demonstrations and real‑life success stories can 
be powerful motivators, illustrating tangible benefits. Skepticism generally can be addressed by 
raising awareness and offering factual, easily digestible information about the technology (Fich‑
man and Kemerer, 1999, p. 270).

Resistance, the second phase, often stems from perceived threats to job security or a steep 
learning curve. This requires understanding the root causes of the concerns and addressing them 
directly, often through transparent communication and possibly by tweaking the technology or its 
implementation strategy. Offering training sessions, mentorship programs, and assurance about 
job roles can motivate individuals to move beyond this stage.

The exploration phase holds a central role in the technology adoption journey. The critical 
barrier here is the uncertainty of implementation. Engagement in discussions, training sessions, 



Fast-tracking the use of AI in everyday philanthropy

69

or hands‑on workshops and showcasing early successes can be strong motivators, driving faster 
adoption. In essence, if a company succeeds in establishing a culture of experimenting, the explo‑
ration phase will be reached more quickly and will be more successfully shaped (which is a central 
conclusion of Kane et al., 2019, chapter 14).

Exploration should be encouraged by creating a supportive environment where potential users 
can learn, ask questions, and test the technology without judgment or excessive pressure. Strate‑
gies to optimize this phase include gamifying exploration or designing captivating onboarding 
processes. These measures can make the exploration journey informative and enjoyable, propel‑
ling users to delve deeper faster. When potential adopters see their peers benefiting from technol‑
ogy, they’re more likely to explore and adopt it themselves. According to Rogers’ four groups 
distinguished in the innovation adoption curve, partnering with innovators and early adopters as 
“Change Agents” can catalyze adoption rates, so to say, by translating “intent into action” (Rog‑
ers, 2003, p. 370).

The role of Change Agents in this process is indispensable and deserves special attention, as 
emphasized by Rogers, who dedicates an entire chapter to this topic (see Rogers, 2003, chapter 9). 
These agents act as critical interfaces between the resource and client systems, possessing in‑depth 
expertise in the innovation at hand – in this case, artificial intelligence – while also having direct 
access to relevant application fields such as philanthropy. Their diverse responsibilities include 
developing a need for change, ensuring the exchange of information, identifying problems and 
hurdles in the client system, and ultimately facilitating the transition from intent to action (Rogers, 
2003, p. 369). Change Agents mainly function as accelerators of technology adoption in hetero‑
geneous groups, reaching beyond their group to integrate diverse perspectives and needs (Rogers, 
2003, p. 305f.). This dynamic and adaptive approach is crucial for successful and accelerated 
technology adoption and represents a key factor in enabling organizations to meet the challenges 
of digital transformation effectively.

As said earlier, the ultimate goal is not just adoption but optimal utilization of the innova‑
tion. By optimally supporting the exploration phase, organizations can ensure that they’re not just 
adopting a technology but truly integrating it into their operations, extracting maximum value; 
being swift in the exploration phase ensures that organizations stay ahead of the curve, continual 
learning being “the best response to digital disruption” (Kane et al., 2016, p. 240).

2.2 Use cases for applied AI in the grantmaking process

Commencing our exploration, we identify a palette of use cases that encapsulate AI’s potential. 
Historically, the grantmaking process heavily relies on the art of the written word, making Large 
Language Models (LLMs) a tempting avenue to explore. The richness of textual narratives in grant 
applications and reports positions LLMs as a plausible tool. However, the waters are murky. The 
realms of philanthropy demand nuanced intuition, assimilation of deep‑rooted cultural values, 
and a reservoir of background knowledge. Unfortunately, these intricacies and the dependence on 
non‑formalized intuitions form a rather unwelcome terrain for LLMs.

While there’s caution in the air, it is also ripe with opportunity. When dissecting the AI solution 
spectrum, we encounter two main avenues: (a) AI meant to enhance and work alongside humans, 
frequently termed as “augmented” or “assisted intelligence” (Walch, 2020), and (b) AI that works 
in isolation, intending to replace human roles, often known as “autonomous solutions” or “au‑
tomated decision‑making.” The former holds promise for philanthropy, where the human touch 
is irreplaceable. Envision AI not as the decision‑maker but as a trusted aide, augmenting human 
capabilities and helping philanthropists refine their choices.
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Diving deeper into the core capabilities of LLMs, they fundamentally excel at “predicting the 
next word in a given sequence” (Benaich et al., 2023, Slide 6). Now, translating this strength to 
the philanthropic domain demands circumspection. Acknowledging that LLMs aren’t inherently 
crafted to perform grant‑matching magic is crucial. Their utility in this domain is a hypothesis, 
and hypotheses need rigorous testing. Their use is comparable to the off‑label use of a drug: While 
it might be effective in various scenarios, one should exercise extra caution due to associated 
risks and side effects. Evaluability becomes key. It is not merely about whether LLMs can aid in 
grantmaking but about the precision and accuracy of their predictions. Hence, any incorporation 
of AI into philanthropy should have an in‑built mechanism to gauge its veracity. A feedback loop, 
ensuring regular sanity checks, is an indispensable component of this endeavor.

As we navigate deeper into AI’s potential in philanthropy, it becomes imperative to harness 
the revelations of industry reports, like the Google State of AI Report 2023, and mold them for 
our niche. The report’s emphasis on unlocking enterprise data dovetails seamlessly with philan‑
thropy’s landscape. The “Retrieval‑Augmented Generation” (RAG) model shines through as a 
beacon, wielding the power of LLMs merged with internal databases to sieve out pertinent content. 
The report’s acclaim for the “Reinforcement Learning from Human Feedback” (RLFH) approach 
resonates with the very ethos of philanthropy – where decision‑making and precise matching are 
at the heart of operations. Though LLMs could spearhead the ideation of use cases, we’re equipped 
with a reservoir of insights from surveys and deliberations, curating a spectrum of use cases that, 
for our intent, are more illustrative than exhaustive.

The AI revolution in philanthropy sets the stage for numerous transformative interventions. 
AI’s capability to refine applications, promising greater chances of success, complements its knack 
for offering predictive analytics on application success probabilities even before they are submit‑
ted. As we proceed, AI plays a pivotal role in automating preliminary evaluations of applications 
and identifying funding needs. It can spotlight crucial areas of interest and potential gaps, all while 
ensuring a robust ethical foundation and fairness in projects. Moreover, AI could simplify the 
drafting of activity reports and streamline the creation and dispatch of progress reports. The cre‑
scendo is reached when AI independently reviews funded project reports or even supports measur‑
ing philanthropic initiatives’ tangible and intangible impacts.

Our spotlight predominantly illuminates the realms of matching but also selectively touches 
upon facets of need identification, reporting intricacies, and the pivotal aspect of impact measure‑
ment, so we come up with the following six use cases:

• AI optimizes applications and increases their chances of success;
• AI predicts the chances of success of an application before submission;
• AI facilitates automated preliminary reviews of applications;
• AI assesses the need for funding, suggests topics, and identifies gaps;
• AI independently evaluates reports from funded projects;
• AI assists in measuring the impact of projects.

2.3 Understanding the root causes of Swiss actors’ concerns

To unravel the use cases with the biggest potential to be tackled within the exploration phase, we 
turned to a model birthed at the Stanford‑based consultancy IDEO during the early 2000s (Gerber, 
2019). IDEO framework underscores the importance of achieving harmony between desirability, 
feasibility, and viability in innovation. Although the model was initially conceived for the broader 
business landscape, its core remains relevant and vital for philanthropy. With profitability being a 
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non‑criterion for the philanthropic domain, the model succinctly converges to two pivotal dimen‑
sions: desirability and feasibility. Any potential AI use case in philanthropy, therefore, must cater 
to real needs while aligning seamlessly with the organization’s operational capabilities.

Embarking on the announced additional survey, we now presented our respondents with the 
curated selection of the six predominant AI use cases in philanthropy. Recognizing the expertise 
variance among our respondents, we tailored our inquiries to resonate more intuitively. Instead of 
traditional innovation jargon, we framed our questions around each case’s likelihood (feasibility) 
and allure (desirability). Crucially, we encouraged every participant to elucidate their choices, 
enabling us to glean insights into potential inhibitors and accelerators. For those ambivalent about 
desirability, we sought general perspectives to enrich our understanding (see Table 4.4).

It is important to remember that the secondary survey was dispatched exclusively to the van‑
guard of our respondents – those poised at the forefront of AI’s adoption in philanthropy. This 
filtering culminated in responses that bore an inherently progressive hue. Secondly, in a striking 
symmetry, the evaluations of both grantseeking and grantmaking organizations hovered in close 
proximity if we look at the mean of the six AI use cases, mirroring each other in terms of feasibility 
and desirability. However, desirability assessment trailed a more conservative path when juxta‑
posed against feasibility. This difference hints at a nuanced understanding among participants: just 

Table 4.4  Feasibility and desirability of the most common use cases for AI in everyday philanthropy, n = 20

Feasibility and desirability 
of common use cases

Feasibility Desirability

Funders 
(%)

Nonprofits 
(%)

All (%) Funders 
(%)

Nonprofits 
(%)

All (%)

In the near future, AI will 
optimize applications and 
increase their chances of 
success.

75 85 80 35 60 48

In the near future, AI will 
predict the chances of 
success of an application 
before submission.

60 60 60 55 35 45

In the near future, AI will 
facilitate automated 
preliminary reviews of 
applications.

75 90 83 60 65 63

In the near future, AI 
will assess the need for 
funding, suggest topics, 
and identify gaps.

45 55 50 50 50 50

In the near future, AI will 
independently evaluate 
reports from funded 
projects.

55 55 55 50 35 43

In the near future, AI will 
assist in measuring the 
impact of projects.

65 70 68 70 65 68

Calculated mean 63 69 66 53 52 53
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because something can be technologically achieved does not mean it is unerringly coveted. To cite 
specifics, the zenith of feasibility was anchored by the potential of “automated preliminary reviews 
of applications,” enjoying an approval of 83%. Conversely, the gauge of AI’s potential in “assess‑
ing the need for funding, suggesting topics, and identifying gaps” was perceived more reservedly, 
marking the feasibility floor at 50%. This underscores the intricate and multifaceted nature of 
determining the full spectrum of requirements for effective philanthropic interventions. Regard‑
ing desirability, the prospect of “AI‑fortified impact measurement of projects” basked in a robust 
68% endorsement. In contrast, the allure dwindled to 43%–45% for scenarios positing “AI‑driven 
evaluation of reports” or “predictive assessment of an application’s success probabilities.”

Venturing into a deeper dissection of the variances, specific use cases revealed palpable rifts be‑
tween funders and nonprofits. The vision of “future applications being optimized by AI” resonated 
less with funders, who exhibited a lukewarm 35% desirability, starkly contrasting the more enthu‑
siastic 60% from nonprofits. This trend may reflect nonprofits’ appetite for innovation and their 
pursuit of standing out in a competitive grantseeking landscape. Conversely, nonprofits manifested 
a restrained optimism regarding the desirability of “AI predicting an application’s chances of suc‑
cess,” with only 35% giving it the nod, as opposed to a more confident 55% from funders. Delving 
into the undercurrents of these stances, a dominant sentiment surfaces: nonprofits anticipate that 
algorithmic, data‑driven evaluations might usher in a new era of impartiality, ensuring applications 
are assessed more equitably (see Table 4.5).
Our examination of the feedback on technology implementation in philanthropy brings forth some 
distinct perspectives from funders and nonprofits. For concerns, there’s a strong apprehension 
around AI leading to biases, both from its reliance on past data and potential intrinsic program‑
ming biases. Funders and nonprofits alike highlighted concerns about AI’s ability to capture the 
“human touch,” societal relevance, and the deeper, often silent impact aspects of projects. Another 
recurrent theme is the fear that AI might lead to homogenization in project selection, favoring 
specific projects due to built‑in biases and potentially raising the bar so high that only projects 
explicitly tailored for AI evaluation might succeed.

On a brighter note, the chances or opportunities identified lean heavily on efficiency, optimiza‑
tion, and relevance. Both funders and nonprofits envision AI tools leading to more pertinent pro‑
ject matches, fewer misaligned grant applications, and a significant saving of time. Another crucial 
point of convergence is the idea that humans will be able to focus more on creative processes, 
leaving routine verifications and checks to AI, which can handle them with accuracy and speed.

2.4 Embarking on a learning journey for AI in everyday philanthropy

Merging findings into a “guideline” for fast‑tracking AI adoption, we face a vibrant panorama of 
the Swiss philanthropic landscape’s relationship with Artificial Intelligence. We discern a tangible 
hesitance from grantmaking organizations, while their grantseeking counterparts evince a budding 
curiosity about AI’s offerings. By consolidating these insights, we can sculpt a learning journey 
that pioneering organizations wanting to use AI in everyday philanthropy embark on.

Create a nurturing experimentation platform (based on this chapter’s Section 1.1; see also Kane 
et al., 2019): To facilitate adaptation within the philanthropic sector, it is essential to establish an 
environment conducive to experimentation and learning. This platform should allow individuals 
to take risks and innovate without fear of failure. Encouraging a homophilous tendency within this 
group can be beneficial, as it creates a comfortable and supportive atmosphere for members. By 
fostering such a space, philanthropic organizations can experiment with AI applications in a secure 
and encouraging environment, thereby accelerating the adoption and adaptation process.
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Table 4.5 Concerns and chances of technology implementation

Concerns and 
chances of 
technology 
implementation

Funders Nonprofits

Concerns • AI‑optimized language obfuscates real 
motivations leading to homogeneity.

• Superficially good projects may not fit.
• The personal, irrational factor.
• AI decisions influenced by past 

decisions can lead to biases and 
stagnation.

• AI’s knowledge limits.
• Context‑specific knowledge gaps.
• Biases in AI.
• Need for bias‑free reliable information.
• Lack of learning from AI.

• AI may raise standards but risk generalization.
• AI access becomes a criterion and may favor 

certain projects due to biases.
• Uncertainty about AI’s ability to replicate 

human touch in funding.
• Access to AI solutions and its evaluation criteria.
• Bias and discrimination.
• AI’s reliance on past data is unsuitable for 

innovation.
• Concerns over transparency and bias‑free AI.
• AI can’t replace human experience and critical 

thinking.
• Challenge in capturing societal relevance and 

silent impacts.
Statements • Selection and evaluation criteria will 

adapt with AI.
• Uncertainty about AI’s influence on 

decisions.
• Machine bias may become an ethical 

issue.
• Tendency to chase funds rather than 

pursue importance.
• Risk to relationships between partners.
• Report content and relevance written 

and read by AI.

• Equal AI usage does not necessarily improve 
individual success rates.

• Uncertainty about AI’s widespread adoption 
by 2030.

• Decision depends on the current context of the 
donor.

• The unpredictability of human decisions vs. 
AI’s logic.

• Humans’ inconsistent behavior makes them 
difficult for AI to fully understand.

• Emphasis on human involvement in solution 
crafting.

• Need for holistic representation of a project’s 
impact.

• Expertise remains crucial for understanding 
context.

Chances • Less “fishing in the dark.”
• Efficiency based on collected data.
• More relevant project matches.
• Better matching is desirable.
• Fewer misaligned grant applications.
• Only strategy‑aligned proposals get 

through.
• Proper language and structure simplify 

content verification.
• Time‑saving.
• Emphasis on impact.
• Data‑driven decision‑making becomes 

accessible even for smaller foundations. 
Efficiency in assessing impact.

• AI can increase efficiency in draft creation and 
formulation.

• Strengthening partnerships and optimizing 
resource allocation.

• Humans can focus on creative processes.
• AI‑driven data analysis can maximize impact.
• AI can enhance linguistic quality and ensure 

queries are addressed.
• Preliminary evaluations support stakeholders.
• AI can handle routine checks based on set 

criteria.
• Efficiency gains with rapid AI‑supported 

feedback.
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Empower and expand change agent networks (based on this chapters Section 1.1; see also 
Rogers, 2003, chapter 9): Establishing a multilayered approach to change advocacy is vital. 
Early adopters within organizations should be identified and empowered as primary Change 
Agents. These pioneers, equipped with AI experiences and insights, play a crucial role in 
initiating the ripple effect of knowledge dissemination. Envisioning this spread as a model of 
concentric circles, these primary agents can inspire and educate secondary agents within their 
immediate circle. These secondary agents, in turn, extend the reach to more distant circles, 
encompassing a diverse and wider audience. This tiered system of Change Agents ensures 
that knowledge and enthusiasm for AI in philanthropy permeate through various levels of the 
organization and community, creating a comprehensive and far‑reaching impact on AI adop‑
tion and adaptation.

Harness the readiness of nonprofits (based on this chapter’s Section 1.3): Given the data that 
delineates the more adventurous spirit of nonprofits, it is judicious to primarily focus on AI use 
cases that cater to their perspective. Being in the exploration phase, they bring forth a fertile 
ground for innovative experiments. However, their endeavors should not be isolated. Including 
funders in this exploration is vital. This dual participation ensures that AI solutions are molded, 
keeping both ends of the spectrum in mind.

Foster assistive use of technology (based on this chapter’s Sections 1.3 and 2.1): Our findings 
strongly emphasize the pertinence of using AI as an assistive tool rather than a complete replace‑
ment. A prominent concern is the ethical intricacies and data protection involved with AI. To 
address this, the focus should be on developing assistive AI prototypes that boost the capabilities 
of human counterparts rather than overshadowing them and automating decision‑making. When 
combined with continuous feedback loops, this approach guarantees that the technology remains 
transparent and malleable to philanthropic needs.

Demonstrating AI’s potential through prototypes (based on this chapter’s Section 2.1): In align‑
ment with the strategies for fast‑tracking, creating experimental AI prototypes that illustrate the 
tangible benefits in real‑world use cases is paramount. These prototypes act as tangible evidence, 
quelling doubts and uncertainties, and enabling stakeholders to witness firsthand the efficacy of 
AI. Furthermore, they can serve as platforms for rigorous discussions, letting users critique, com‑
mend, and suggest improvements.

Capitalizing on efficiency gains (based on this chapter’s Section 2.3): A recurring theme across 
our findings is the allure of efficiency. By steering AI toward automating preliminary tasks like 
application reviews, organizations can channel their human resources toward more intricate tasks. 
Emphasizing AI’s role in bolstering efficiency, combined with ensuring humans still play a pivotal 
role in intuitive and dialogic tasks, balances the scales of automation and human touch.

Addressing concerns head‑on (based on this chapter’s Sections 1.3 and 2.3): As underscored by 
the discrepancies in the desirability evaluations between funders and nonprofits, it is evident that 
perceptions about AI vary widely. Open forums and discussion platforms must be created to ad‑
dress these differential views. The hesitance, predominantly stemming from the unknown, can be 
mitigated by transparent communication. Encouraging dialogue ensures that concerns, be it about 
biases, ethical quandaries, or the fear of reduced human touch, are tackled proactively.

In essence, the roadmap for integrating AI into Swiss philanthropy should be an orchestrated 
blend of innovation, collaboration, transparency, and continuous feedback. Leveraging AI’s 
strengths while safeguarding against its pitfalls is not just an aspiration; with the right strategy, it 
is a tangible reality.
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Notes
 1 It should be noted here that Rogers does not distinguish phases. He refers to the Stages of Change Model 

by James O. Prochaska et al. (1992) with the five phases: Knowledge, Persuasion, Decision, Implementa‑
tion, and Confirmation. However, he does not divide the diffusion of innovations into phases.

 2 We infer this particular significance, especially because Experimentation, that is, getting people to take 
risks, represents by far the most significant challenge; see Kane et al. (2019, p. 201).

 3 On p. 326 the report shows that confidence levels correlate with education level (45%–59%).
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5
APPLYING DIVERSE AI TOOLS TO 

TRANSFORM PHILANTHROPIC 
OPERATIONS

Insights from the for‑profit sector

Prity Khastgir and Shweta Shalini

1 Introduction

For philanthropic organizations (hereafter, POs) to fulfill their missions and generate positive 
change within their communities, they must effectively attract and retain donors and demonstrate 
resource efficiency through better internal operations. Donor retention and improved internal op‑
eration synergize also to increase their social impact. However, navigating the intricacies of donor 
engagement presents a significant challenge, characterized by evolving donor preferences (Ferris, 
2021), shifting societal trends, and resource constraints. Moreover, the landscape of fundraising 
is undergoing a vital transformation, driven by shifts in donor behavior (Philanthropy, 2022). 
Donors increasingly utilize digital tools and platforms to contribute to charitable causes, reshap‑
ing how they engage with POs, exhibiting a heightened expectation for personalized interactions 
and a desire for transparency regarding the impact of their contributions. In redsponse to these 
complexities, this work delves into the intersection of fundraising, donor engagement, and AI 
technology within the philanthropic sector.

Then, the work explores the integration of AI in human resources, to innovate the recruitment 
processes, upskill the workforce, and enhance operational efficiency. Furthermore, the transforma‑
tive potential of Decentralized Autonomous Organizations (DAOs) and blockchain technology 
(Santana & Albareda, 2022) in philanthropy with the integration of self‑executing smart contracts 
is explored, highlighting their role in enhancing transparency, efficiency, and inclusivity in re‑
source allocation (Ahmed et al., 2024), thus reducing the need for intermediaries and minimizing 
vulnerabilities to corruption or financial mismanagement. The chapter finally looks at the intersec‑
tion of AI‑enhanced philanthropy to increase social impact by advancing the Sustainable Develop‑
ment Goals (SDGs) through technological innovation.

Through an overview of available technologies, this chapter highlights the many uses of 
AI to enhance POs’ internal and external operations, to ultimately increase their impact. It 
underscores the significant impact of AI in reshaping operational landscapes and advancing 
social good initiatives with transparency and efficiency, covering fundraising, engagement, 
Human Resources (HR), governance, and social impact via the Sustainable Development 
Goals (SDGs).

https://doi.org/10.4324/9781003468615‑7
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2 The many possibilities of AI for philanthropic operations

Central to philanthropy, donor and volunteer data can yield substantial insights. By prominently 
deploying Machine Learning (ML) algorithms that analyze past donation patterns and volunteer 
activities to estimate novel predictive models, the POs can proactively reach out to potential do‑
nors (Alkamoua, 2023) and volunteers, tailoring their outreach efforts to match individual interests 
and preferences. This facilitates POs to execute micro‑campaigns with a greater return rate and 
begin modeling multiple primary factors that help gain more participants. AI can help identify 
beneficiaries who need support based on demographics, socioeconomic status, and past interac‑
tions with the organization. Overall, streamlining operations for non‑profit organizations leads to 
a notable increase in fundraising efficiency.

Additionally, by using predictive analytics and segmentation processes, POs can allocate re‑
sources more effectively. Segmentation (Hsu et al., 2021) allows organizations to focus on indi‑
viduals with a high likelihood of becoming committed donors. Through the continuous refinement 
of contributor lists by algorithms, the guesswork traditionally associated with segmentation is 
eliminated. Integrating AI technology with organizational databases facilitates the selection of 
contributors based on propensity scores (Rosenbaum & Rubin, 1983), enabling the creation of 
tailored messages for targeted audiences. This targeted approach enhances conversion rates and 
donations by engaging genuine contributors. Not to mention, propensity scores can be calibrated 
to assess donor affinity and capacity and significantly streamline the identification of suitable con‑
tributors. By examining historical data from past fundraising campaigns and evaluating informa‑
tion about potential donors and their interests, AI algorithms can predict the potential success of 
future initiatives. This analytical insight enables charities to customize their fundraising strategies, 
ensuring optimal resource allocation and maximizing the effectiveness of their efforts.

AI also presents a diverse strategy to combat scams in philanthropy by offering sophisticated 
tools for detecting fraudulent behavior, validating organizational legitimacy, and improving trans‑
parency. Despite existing challenges, the integration of AI analytics with philanthropic values can 
successfully protect donors, strengthen trust, and ultimately enhance the ability of philanthropic 
endeavors to make a positive difference. AI algorithms can swiftly identify anomalous activi‑
ties (Chalapathy & Chawla, 2019), such as substantial contributions from unfamiliar sources or 
an unusual surge in transaction frequency. This proactive identification empowers POs to thwart 
potentially damaging fraudulent donations. By analyzing historical data and recognizing patterns 
indicative of fraudulent behavior (Olubusola Odeyemi et al., 2024), AI algorithms can effectively 
flag anomalies in donation behavior, transaction patterns, or organizational attributes, alerting POs 
to potential charity scams.1 In addition, it can verify the authenticity of both donors and organiza‑
tions through biometric authentication and document verification. POs can prevent unauthorized 
entities from posing as legitimate charities, thus safeguarding against potential fraud and misuse 
of funds.

Next, AI‑driven sentiment analysis provides POs with valuable insights into the reputation and 
public perception of charitable entities. By analyzing online discussions, reviews, and social me‑
dia interactions, AI algorithms can gauge the sentiment surrounding specific charities and assess 
their credibility in the eyes of the public, thus catalyzing trust and accountability in philanthropy.

In summary, the convergence of AI and philanthropy presents diverse benefits that surpass 
traditional practices within charitable sectors. AI can raise the capability to personalize donor 
engagement and communication strategies by utilizing customized landing pages and advanced 
data analytics to cater to donors’ preferences and simultaneously increase their conversion rates 
by engaging smaller donors as well. The integration of AI in fraud detection, customer service, 
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predictive analytics for fundraising initiatives, and impact assessment signifies a strategic path 
toward improved operational effectiveness, informed decision‑making, and donor involvement. 
Thereby, POs embrace a new era marked by increased efficiency, transparency, and alignment with 
their stakeholders.

2.1 Fundraising, operations, and outreach

AI can be employed to enhance donor‑ and visitor‑related activities, for example, foundation’s 
automating operations such as Shakespeare Birthplace Trust.2 Fundraising efforts can benefit 
from AI‑driven analytics, which can identify potential donors based on their past giving behavior 
and preferences, enabling targeted outreach campaigns. Donor outreach can be enhanced through 
AI‑powered chatbots (Ayanouz et al., 2020), which can provide instant responses to inquiries 
and offer personalized recommendations for engagement. Especially for the Shakespeare Trust 
AI‑powered chatbot would be very helpful for answering questions and providing information 
about the trust’s mission and programs.

In practice, the algorithms can analyze vast datasets of donor behaviors, preferences, and trends, 
enabling foundations to tailor their strategies for more effective fundraising campaigns. One ex‑
ample would be a patent application filed by Stamler and Vanvalkenburgh (2023) bearing applica‑
tion number US20230342853A1 for an automated electronic impact platform (see Figure 5.1).

Figure 5.1  Schematic representation of an automated electronic impact platform for sustainable investment 
in socially responsible endeavors (photograph from the patent application).
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The platform system allocates a portion of philanthropic contributions to directly finance chari‑
table activities associated with these initiatives, while another portion is directed toward investing 
in an impact fund focused on commercial ventures aligned with the same socially responsible 
endeavors. As the impact fund generates profits, these financial returns are reinvested into the 
contribution stage. Further, the financial returns are divided into two portions: funding charitable 
activities and reinvestment in the impact fund to support further commercial endeavors related to 
the cause. However, the platform system fails to acknowledge the significance of considering the 
ethical, societal, and human implications of combining charitable funds with impact funds and 
presents a rather complex landscape. Firstly, the amalgamation of these funds entails a convoluted 
system characterized by algorithmic fund allocation, computational simulations, and dynamic 
portfolio adjustments. Furthermore, this approach may fail to account for the evolving needs of 
projects and donor preferences, risking the misallocation of resources and undermining the effi‑
cacy of the initiative. In practice, the reliance on computational simulations to forecast returns and 
assess investment risks introduces an element of uncertainty and bias, highlighting the need for 
robust risk management strategies. Secondly, the rigidity inherent in the fixed allocation of funds 
may impede adaptability to changing contexts, compromising the system’s agility in responding 
to dynamic circumstances.

2.1.1 VR‑enhanced fundraising and outreach

Virtual Reality (VR) modules immerse participants in lifelike scenarios, enhancing an experience’s 
realism. VR can immerse donors in the physical environments where charitable operations are con‑
ducted, providing them with a firsthand experience of the realities associated with the cause. Such 
immersive experiences foster a heightened sense of presence and empathy among donors, thereby 
potentially increasing their inclination to contribute generously to the cause (Kandaurova &  
Lee, 2019; Sooter & Ugazio, 2023). Compared to a static image, VR – due to its immersive na‑
ture – increases realism by allowing the user to become a part of the environment, thereby deliver‑
ing multiple communication cues and experiential information. These simulations are invaluable 
tools to nurture essential soft skills such as empathy, communication, and problem‑solving, ena‑
bling donors, volunteers, or staff to interact more effectively with beneficiaries and stakeholders 
of any philanthropic cause.

Furthermore, VR platforms offer a dynamic medium to showcase the impact of charitable dona‑
tions and initiatives in a captivating manner. By providing a visual representation of the outcomes 
of philanthropic efforts, these platforms inspire increased support and engagement from donors 
and the wider community. Situations where physical access is limited due to limiting or dangerous 
factors such as war or geographical distance is another essential use case for VR tools in the phil‑
anthropic sector. For example, Charity: Water, through their initiative “The Source” (Green, 2018), 
transported 400 attendees on a journey to East Africa during an annual black‑tie fundraising event 
at the Metropolitan Museum of Art. The VR tools enabled participants to immerse themselves in 
a virtual reality film depicting the transformative impact of clean water access for the first time 
on the life of a 13‑year‑old girl and her family. The donors that day alone committed $2.4 million 
(Green, 2018) to the event.

Another similar concept is that of a digital twin – a virtual model that near‑precisely repli‑
cates real‑world systems or environments (Ukko et al., 2022). By integrating data from various 
sources, including on‑ground sensors, social media, and transaction records, POs can build digital 
twins of the on‑the‑ground reality of the causes they support, gaining real‑time insights into their 
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initiatives’ progress, challenges, and outcomes. This serves to enhance monitoring and evaluation, 
thereby improving impact assessment. They could offer donors access to the digital twin, allowing 
them to virtually experience the impact of their contributions and witness the progress of projects 
in real time. This can increase the connection between donors and their impact, improving loyalty 
and support for the cause.

In essence, this transformative capability enhances the effectiveness of various philanthropic 
activities, such as conducting virtual community assessments, organizing immersive fundrais‑
ing events, or delivering virtual aid and support services to beneficiaries. These events can 
offer donors a more engaging and interactive experience, enabling them to participate in virtual 
tours of project sites, witness the impact of their contributions firsthand, or engage in virtual 
reality‑based fundraising games and activities. Adopting VR technologies can significantly 
amplify the efficacy and influence of philanthropic endeavors, catalyzing positive change and 
advancing social progress on a broader scale. Through these immersive experiences, all stake‑
holders can develop greater empathy and understanding for the communities they serve.

2.1.2 NLP‑powered virtual assistants for operations and engagement

Natural Language Processing (NLP)‑powered chatbots and virtual assistants contribute to sim‑
plifying operational and organizational processes, for example, VAIOT,3 which provides AI as‑
sistants for sales, marketing, customer service, and legal services. These assistants are poised 
to play an essential role in the evolving digital realm, offering personalized support, content 
generation, and smart companion capabilities. Similarly, Kore.AI4 offers a comprehensive suite 
of features to enhance customer engagement and streamline operational workflows. This ensures 
seamless communication across diverse channels, ensuring consistent and effective customer 
service delivery regardless of the chosen communication medium. The platform’s automation 
features alleviate the burden of repetitive tasks and workflows, such as data entry and appoint‑
ment scheduling. Moreover, Kore.AI prioritizes security and compliance – from data encryption 
to access controls and audit trails; the platform upholds stringent security protocols to fortify 
data integrity and confidentiality, which are paramount in the non‑profit sector which is often the 
target of cyberattacks.

POs can leverage tools like VAIOT and Kore.AI to improve not only their internal administra‑
tive operations but also their engagement with external stakeholders, whether visitors, donors, 
clients, or beneficiaries, dispensing critical advice and information. Conversational interfaces of‑
fer real‑time interactions that cater to donors’ needs, queries, and donation preferences, fostering 
immediate engagement, reinforcing donor loyalty, and strengthening the bond between donors and 
organizations. Such a process can also facilitate grant applications by guiding applicants through 
forms, verifying information, and providing real‑time updates, expediting the process, and enhanc‑
ing the overall user experience. Such chatbots can be deployed across multiple platforms, such 
as websites, social media, and messaging apps. Then, albeit not directly a virtual assistant or a 
chatbot, using NLP to automate large‑scale natural language aggregation from across the web and 
leveraging “collective intelligence” (Lee & Jin, 2019) capitalizes on pooling insights from large 
cohorts (often termed the “wisdom of crowds”). By capturing information from collective intel‑
ligence, POs could identify “under‑the‑radar” groups or organizations operating within specific 
causes or localities, proactively reaching out rather than solely awaiting grant applications. This 
can help engage and connect organizations to their causes and surpass barriers imposed by geo‑
graphical region and language.
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2.2 Optimized HR practices

AI integration into HR has become increasingly prevalent in all sectors. POs face challenges simi‑
lar to those of their corporate counterparts, including the need to efficiently source, recruit, and 
assess candidates while mitigating selection bias. AI‑driven recruitment solutions offer promising 
remedies to these challenges by automating and enhancing critical procedures such as candidate 
sourcing, screening, and interviewing.

Like other sectors, the non‑profit sector incurs significant expenses during the recruitment pro‑
cess. Consequently, organizations may prioritize the retention of existing talent as a more econom‑
ically viable strategy compared to the endeavor of replacing personnel. One approach to achieve 
this retention objective involves exploring opportunities to redistribute role responsibilities among 
current staff members. Concurrently, organizations may offer training initiatives to equip existing 
employees seeking skill expansion and professional growth with the requisite capabilities. Such 
measures can be augmented by incorporating AI technologies, facilitating streamlined processes 
and enhancing operational efficiencies within POs. AI can curate tailored learning materials, align‑
ing with individual roles, preferences, and skill gaps to ensure access to pertinent content and fur‑
ther enhance the learning experience by recommending courses, articles, and resources, fostering 
engagement and customization. Additionally, AI can conduct assessments to evaluate employee 
skills and knowledge, offering valuable insights into areas necessitating improvement.

In addition, recruitment teams within the POs encounter challenges in handling high volumes 
of applications, mitigating biases in candidate selection, and coping with a scarcity of qualified 
applicants. AI‑driven recruitment remedies these obstacles by automating and enhancing critical 
recruitment procedures such as candidate sourcing, screening, and interviewing. For example, 
platforms such as LinkedIn Recruiter5 have gained significant traction within the philanthropic 
sector, enabling POs to identify and engage with potential candidates more effectively. Such 
platforms streamline talent scouting by leveraging advanced algorithms to sift through vast data‑
bases of user profiles and analyze their data, including work experience, skills, and endorsements, 
to identify potential candidates matching specific job requirements. By automating candidate 
searches and recommendations, AI‑powered platforms streamline the talent acquisition process 
for POs, allowing them to identify and engage with top talent efficiently.

2.2.1 Transferable tools – Unilever’s recruitment and training approach

AI tools extend beyond recruitment and into employee training, where simulated work scenarios 
allow employees to refine their skill sets within controlled environments. These simulations, tai‑
lored to individual employee needs, provide realistic experiences that enhance learning outcomes. 
These simulations exhibit adaptive proclivity, tailoring experiences to the requisites of individual 
employees. Taking Unilever as an example (Hu, 2023), in 2016, they partnered with HireVue6 and 
Pymetrics7 to create an AI‑driven system for recruitment, selection, and onboarding. It utilizes 
a Natural Language Processing (NLP) bot named Unabot to streamline the employee orienta‑
tion process and gather essential insights, effectively addressing their queries. This orientation 
approach yields valuable insights into new employees’ primary concerns, enabling recruiters to 
enhance external job postings based on internal feedback to meet applicant expectations. POs can 
adopt similar tools not only for internal employee training but also to facilitate temporary volun‑
teers’ training queries.

Pymetrics employs a comparative approach, aligning candidate data with job requirements 
and successful employee profiles within Unilever to enhance recruitment accuracy. Prospective 
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candidates are tasked with understanding Unilever’s criteria through gamified elements, reshaping 
recruitment into an interactive experience focusing on key competencies rather than conventional 
qualifications. Additionally, Unilever introduced video analysis software for candidates moving on 
to the second interview stage. The analysis is based on scrutinizing facial expressions, body lan‑
guage, and linguistic cues. Subsequently, an ML algorithm evaluates these inputs using NLP and 
body language analysis to assess candidate suitability. This approach transforms the recruitment 
process into an interactive experience, focusing on key competencies rather than conventional 
qualifications. By integrating gamification, recruitment becomes more dynamic, providing im‑
mediate feedback and incentives to sustain applicant engagement. The example of Unilever can 
be utilized by the POs that can deploy video analysis software, such as HireVue’s platform, to 
streamline the hiring process.

Nevertheless, adequate due diligence must be undertaken to ensure such tools have adequately 
addressed issues surrounding algorithmic bias. While Unilever has implemented video analysis 
software for candidate assessments, this approach has inherent difficulties. Challenges of using al‑
gorithmic body language analysis to assess candidate suitability involve complexities in accurately 
interpreting non‑verbal cues and potential biases in the evaluation process. While algorithms are 
not inherently biased, the complexity of algorithmic recruitment often results in unintended biases. 
Mitigating bias in AI‑driven recruitment ML algorithms may be influenced by biases in the training 
data, leading to unjust assessments of candidates based on gender, ethnicity, or age (Chen, 2023). 
To address this, it is crucial for POs to develop comprehensive strategies to understand that dataset 
construction, target formulation, and feature selection play pivotal roles in shaping algorithmic bias 
and to mitigate bias at each stage of the process. Integrating AI into decision‑making raises concerns 
about biases and privacy implications that necessitate thorough evaluation and human intervention.

The integration of AI into recruitment processes within POs presents both opportunities and 
challenges. By leveraging AI‑driven solutions, organizations can optimize talent acquisition pro‑
cesses, aligning candidate data with job requirements and successful employee profiles. However, 
using algorithmic body language analysis and machine learning algorithms necessitates thorough 
evaluation and strategies to mitigate bias and ensure privacy. By addressing these challenges, POs 
can harness the power of AI to enhance recruitment accuracy and drive positive social impact.

2.2.2 Empowering skill development with AI‑enhanced VR simulations

Numerous companies utilize AI‑driven training simulations using VR modules to immerse em‑
ployees in lifelike scenarios to enhance practical skills in a risk‑free environment. Employees can 
practice responding to practical challenges in real time, such as active listening, conflict resolution, 
and understanding the diverse perspectives of fellow employees. The AI simulations can incorpo‑
rate various perspectives, characters, and crises that require empathy and effective communication 
under pressure.

VR coupled with AI promotes a personalized learning approach by crafting an immersive learn‑
ing environment for the users to upskill themselves. Take as an example Zenarate,8 a platform 
that prioritizes soft skill enhancement through a diverse range of techniques encompassing visual, 
auditory, and kinesthetic learning modalities. The platform furnishes instantaneous feedback to 
recipients, catering to auditory learners by accommodating their preferred learning mode while 
emphasizing the significance of tone. Zenarate harnesses AI capabilities for kinesthetic learners to 
formulate practical, scenario‑driven role‑playing exercises for interactive and experiential learn‑
ing. However, these customized training modules of the platform may not completely adapt the 
content to align with individual employees’ precise needs and learning preferences. Another useful 



Applying AI tools to transform philanthropic operations

83

platform designed to provide hands‑on training for technical skills is Transfr’s9 VR training plat‑
form. Transfr’s is designed to provide hands‑on training for technical skills, focusing on vocational 
career exploration and pre‑apprentice training. The platform offers a range of VR simulations that 
allow employees to practice and master technical skills in a safe and controlled environment. 
Thereby, using VR in training in any organization can improve learning outcomes, increase ef‑
ficiency, and reduce risk.

In the philanthropic landscape, integrating such tools presents a major shift in how philan‑
thropic organization employees engage in their work. Using platforms such as Zenarte, staff can 
practice crisis response communication and conflict resolution skills, empathy, and engagement 
with multicultural and diverse scenarios. In contrast, platforms like Transfr’s can enable practical 
manual or technical skills (for example, dexterity needed in de‑mining activities or other manual 
labor charity work). Combining the two, POs’ staff can be better trained to respond to challeng‑
ing situations they might not have encountered before, enhance the effectiveness of philanthropic 
goals and, above all else, reduce risks due to better preparedness.

2.2.3 Improving diversity and inclusion

The application of AI in performance management systems aligns with the philanthropic goal 
of promoting fairness, inclusivity, and continuous employee development. Funding or endorsing 
projects that integrate AI‑powered technologies into organizational processes will contribute to 
establishing more equitable and inclusive work environments. Specifically, they can provide finan‑
cial assistance to research institutions or startups developing AI algorithms that mitigate bias in 
performance evaluations. Furthermore, POs can collaborate with businesses to test and implement 
AI‑driven performance management systems (Jha, 2023), fostering a workplace culture of fairness 
and inclusivity. AI can identify and rectify unconscious biases, resulting in fairer and more impar‑
tial evaluations and enhancing overall decision‑making processes. It thus ensures that all qualified 
candidates have equal access to job opportunities.

An example tool addressing Diversity and Inclusion initiatives is Textio,10 which harnesses 
NLP to ensure that job descriptions resonate with diverse and qualified candidates. Textio analyzes 
language utilized in job postings, emails, and employer branding content to identify patterns that 
may deter women and minorities from engaging or applying to those specific jobs. Textio scru‑
tinizes language patterns and historical data, equipping users with foresight into how effectively 
their text will resonate with targeted audiences. Users can make informed adjustments to ensure 
their messaging aligns with diversity and inclusion objectives by identifying and flagging areas 
prone to bias or exclusionary language. This language barrier removal, which may otherwise hin‑
der engagement from diverse candidates, increased the applicant pool to a more diverse group. 
By proactively removing bias from communication systems, Textio is pivotal in fostering more 
inclusive and diverse hiring practices. Its capabilities extend to predicting the performance of job 
descriptions and offering recommendations to enhance their effectiveness.

However, organizations employing AI‑powered tools in their hiring processes must prioritize 
strategies to prevent the perpetuation of existing biases. It is crucial to rigorously assess the qual‑
ity and representativeness of the data used to train AI algorithms, given that incomplete or biased 
datasets can inadvertently reinforce existing prejudices. Equally, transparency and accountability 
are paramount in developing and deploying AI algorithms. By understanding how these algorithms 
make decisions, organizations can effectively identify and rectify biases and establish mechanisms 
for algorithmic accountability, ensuring that AI systems uphold fairness and equity in hiring pro‑
cesses. Regular audits and monitoring are essential to continuously evaluate AI tool performance, 
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allowing organizations to address biases as they arise swiftly. Next, diversity within development 
teams creating and implementing AI tools is another critical factor that has been shown to reduce 
the risk of bias (Pantelakis, 2023) in algorithm design and implementation. Assembling teams with 
diverse perspectives helps reduce the risk of bias in algorithm design. Implementing bias detection 
and mitigation techniques, such as debiasing algorithms and adversarial testing (Alabdulmohsin &  
Lucic, 2022), helps organizations combat biases in real time, fostering fair and equitable hiring 
outcomes. Lastly, involving HR professionals, recruiters, and hiring managers in the development 
and deployment of AI tools promotes more awareness of potential biases while equally providing 
ongoing training on bias recognition and mitigation to equip stakeholders with the necessary skills.

PO’s role in this space is multi‑faceted. By funding due diligence, regular audits by human 
intervention of the different algorithms and processes, and bias mitigation efforts, POs will be able 
to identify and rectify biases or inconsistencies in AI systems. Moreover, they can contribute to 
establishing diverse development teams with a broad range of expertise and perspectives. Stake‑
holder engagement and training programs can be funded to educate hiring managers, recruiters, 
and other personnel about the importance of diversity and equity, equipping them with the neces‑
sary tools and knowledge to identify and address biases effectively.

3 Blockchain and DAOs for improved governance

International patent application WO2020141360 (Raheman, 2020) titled “Crowdfunding 4.0: a 
novel influence‑based global fundraising platform and system” (see Figure 5.2) discusses how a 
decentralized crowdfunding platform would operate between fundee, project creators, funders, 
and influencers. This unique approach facilitates the sharing and monetization of influence among 

Figure 5.2  Block diagram illustrating the network architecture of the next‑generation influence‑based 
crowdfunding infrastructure (photograph from the patent application)
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peers, thereby raising funds and kick‑starting projects without the need for traditional monetary 
contributions. This platform allows participants to leverage their influence to generate or mine 
funds in various tokens or cryptocurrency denominations, eliminating the requirement for cash 
donations from funders to beneficiaries, through self‑executing smart contracts.

Participants on the platform, whether project creators, funders, or influencers, engage in activi‑
ties such as pitching projects, voting on funding pitches, or delegating their influence on one or 
more project curators. It provides a space for individuals to pitch their projects and share ideas 
while democratizing fundraising and reducing barriers to entry for marginalized communities. 
Project creators are empowered to access funding opportunities by leveraging their influence and 
engaging with the platform’s community. These interactions are tokenized based on the partici‑
pants’ stake in the platform’s token economy, measured in cryptocurrency tokens, hashing power, 
reputation scores, intellectual property ownership, or platform activities. The platform utilizes 
distributed ledger technology (DLT) to ensure security, privacy, and anonymity, with consensus 
protocols such as proof‑of‑work or proof‑of‑stake validating transactions and smart contracts.  
A self‑executing smart contract defined within the platform facilitates funding agreements be‑
tween fundees, funders, and curators. This contract outlines the terms for funding projects through 
votes and defines the delegation of influence between funders and curators. Additionally, the plat‑
form’s consensus engine is crucial in verifying and validating smart contracts, transactions, and 
events through peer nodes, adding them to the DLT or blockchain’s permanent ledger (Figure 5.3).

Incorporating the principles of decentralized finance (DeFi) and blockchain, this crowdfunding 
platform revolutionizes traditional fundraising methods by empowering individuals to contribute 
to projects through their influence rather than monetary donations. By tokenizing influence and 

Figure 5.3  Block diagram illustrating the steps involved in implementing the influence‑based crowdfunding 
method (photograph from the patent application).
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leveraging smart contracts, the platform promotes transparency, efficiency, and inclusivity in fund‑
raising. Further, this crowdfunding platform acts as a catalyst by providing a level playing field for 
individuals from all walks of life to access funding and support for their projects. Additionally, in 
regions characterized by inadequate banking infrastructure or prevalent corruption, the adoption of 
blockchain‑driven fundraising mechanisms, as exemplified in the international patent application 
WO2020141360, presents substantial benefits for POs. The decentralized architecture of block‑
chain technology furnishes a transparent and secure fundraising environment, diminishing corrup‑
tion risks (e.g., see Sarker et al., 2021) and ensuring the direct flow of donations to their intended 
recipients. Through the integration of blockchain solutions, POs operating in such environments 
can surmount the constraints of conventional banking systems and mitigate the perils associated 
with corrupt practices.

A pivotal advantage of blockchain‑based fundraising platforms lies in the transparency and ac‑
countability of transactions (Almaghrabi & Alhogail, 2022). With all financial activities recorded 
on a public ledger, donors gain assurance that their contributions are utilized as intended. Block‑
chain technology functions as a safeguard against fraud and corruption by ensuring that records of 
transactions are encrypted and stored across a network of computers. This decentralized approach 
prevents unauthorized alterations or theft of sensitive information, thereby fostering greater trans‑
parency and accountability in managing charitable funds. Furthermore, blockchain technology’s 
utilization can enhance fundraising accessibility for marginalized populations. Blockchain‑pow‑
ered platforms empower individuals from diverse backgrounds to secure funding for their ini‑
tiatives by democratizing the fundraising landscape and lowering entry barriers. This inclusive 
approach not only addresses disparities but also fosters social and economic progress in under‑
served communities.

A notable example of blockchain’s impact on philanthropy is demonstrated by Dublin‑based 
startup AID:Tech.11 Recognizing the need for enhanced integrity in charitable contributions and 
social welfare payments, AID:Tech developed a groundbreaking platform built on blockchain 
technology. By leveraging blockchain’s inherent transparency and security features, AID:Tech’s 
solution empowers charitable organizations and governments to effectively manage and track the 
flow of funds, thereby minimizing the risk of fraud and mismanagement.

In essence, integrating blockchain‑driven fundraising tools can transform philanthropic en‑
deavors in regions grappling with deficient banking infrastructures or pervasive corruption. By 
furnishing a transparent, secure, and equitable fundraising ecosystem, these tools empower POs to 
amplify their impact and drive positive societal transformations within their communities.

Moving on, Decentralized Autonomous Organizations (DAOs) are poised to revolutionize 
traditional community and business operations globally and offer a decentralized platform for 
individuals and stakeholders to collaborate based on shared rules encoded on the blockchain. In 
the context of philanthropy, DAOs present an innovative model for pooling and distributing cryp‑
tocurrency using blockchain, functioning as a transparent and community‑run financial infrastruc‑
ture and governance instrument. Philanthropic DAOs12 leverage decentralized decision‑making 
power to enable the transparent and efficient distribution of funds to support social causes and 
impact‑driven projects. The deployment of DAOs to existing blockchain has several advantages, 
and DAOs can reduce the functional expense and delays associated with traditional charities; 
automate and streamline multiple steps like fundraising, distribution, and reporting using smart 
contracts; and provide a democratic, transparent voting mechanism to the peers in the node.

United States patent application 20220391797 titled “Distributed platform for the development 
of attracting and scaling innovation” (Stein et al., 2022) describes a distributed platform that 
can be utilized to foster innovation at scale, attracting various stakeholders, including DAOs, to 
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contribute to the development and scaling of innovative solutions. Mainly, the platform serves as 
a mechanism for promoting partnerships among diverse entities (Figure 5.4).

The secure distributed system is designed to facilitate the division of collaborative efforts 
among multiple entities into future obligations and potential rewards. The system can process 
these obligations and rewards, consolidating them into a legally binding forward purchase agree‑
ment. The obligations and rewards outlined within the agreement can be segmented, encoded, and 
executed as a smart contract within a distributed ledger system. The system’s capabilities encom‑
pass a series of interconnected processes, beginning with the receipt of calls for innovation from 
commercialization entities. Innovators then submit proposals aligned with these calls, which are 
evaluated against predefined goals, such as SDGs. However, incorporating the functionality of the 
forward purchase agreement into a DAO amplifies the system’s reach and impact. Notably, this 
DAO integration empowers individuals and investors to engage with the agreement by acquiring 
tokens, thereby securing voting rights within the organization. These voting rights allow partici‑
pants to influence the selection process for innovation submissions linked to the original forward 
purchase agreement and potentially subsequent agreements tied to it. Through DAO, selected in‑
novations can garner optional financial support from participants and eventual commercialization. 
This collaborative approach fosters a dynamic ecosystem where stakeholders actively contribute 
to the advancement of promising innovations.

DAOs present a novel avenue for aggregating and distributing funds to foster accountability in 
the philanthropic sector. Philanthropic DAOs apply the benefit of decentralized decision‑making 
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Figure 5.4  Flow diagram illustrating the method of developing, attracting, and scaling an innovation (pho‑
tograph from the patent application).
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to facilitate transparent and efficient allocation of resources. By integrating DAOs within es‑
tablished blockchain frameworks, philanthropic entities stand to gain from reduced operational 
costs, streamlined procedures, and heightened transparency to build trust. Through using smart 
contracts, DAOs automate and optimize various stages of the philanthropic cycle, encompassing 
fundraising, distribution, and reporting, while offering a democratic and transparent voting system 
for stakeholders. Through their innovative governance models and collaborative ethos, DAOs can 
redefine the operational landscape of POs and amplify their societal impact.

4 AI and philanthropy for the SDGs

Based on POs’ improved internal operations’ efficiency and governance, using tools and meth‑
ods such as those presented in Sections 2 and 3, POs stand in a unique position to enhance their 
social impact. Philanthropy and the Sustainable Development Goals (SDGs) are intricately inter‑
connected, with philanthropic efforts playing a crucial role in advancing progress toward these 
goals. AI can play a significant role in contributing to most SDGs (Nahar, 2024), from SDG1 – No 
Poverty: using AI‑enhanced satellite imagery analysis to predict poverty risk (Hall et al., 2023), 
to SDG17 – Partnership for the Goals: automatically deriving partnership suggestions between 
organizations with similar missions (Tudor et al., 2024). Although of equal importance, it can 
also hinder progress on some SDGs where data is not yet adequate to create unbiased and reliable 
models (Vinuesa et al., 2020).

Various initiatives and organizations are leveraging AI to accelerate progress toward the SDGs. 
For example, Google has launched a $25 million13 open call for organizations using AI to advance 
the SDGs, and the AI for Good Foundation is bringing together the best minds and technologies 
to solve urgent global challenges. Interestingly, the Sustainable Development Goals Philanthropy 
Platform (SDGPP),14 led by the United Nations Development Programme (UNDP)15 and various 
POs, provides real‑time data and information on the initiatives and solutions that funders support 
for each SDG. These efforts demonstrate the potential of AI and philanthropy in driving positive 
social impact through the SDGs.

A leading philanthropic actor in this space is the AI for Good Foundation. The foundation is 
determined to help facilitate the achievement of the goals through various projects such as the 
Climate Trend Scanner16 and the SDG Data Catalog.17 The Climate Trend Scanner is an initiative 
commissioned by the United Nations Development Programme (UNDP) to monitor and identify 
cutting‑edge climate solutions worldwide in real time. This endeavor is part of the broader Climate +  
SDG Scanners initiative, aimed at tracking global progress toward sustainability. Developed by 
the AI for Good Foundation in collaboration with the Research Institute of Sweden (RISE) and 
BWA,18 the Climate Trend Scanner employs advanced AI algorithms to sift through vast datasets 
on climate change, identifying emerging trends and innovations instantaneously. The project’s 
primary objective is to support researchers and policymakers by providing deeper insights into the 
complex landscape of climate change through innovative research methods.

Another prominent example is The AI Forward Alliance (TAIFA)19 that is dedicated to em‑
powering 25 million girls and young women by equipping them with the necessary skills, knowl‑
edge, tools, and mentorship to comprehend, create, and implement AI models and transformative 
technologies (thereby tackling SDG5 – Gender Equality). This initiative aims not only to educate 
participants on the workings of AI models but also to enable them to develop and deploy their 
own machine learning models to address real‑world challenges within their communities. Expo‑
nentially increasing the representation of girls and women in science and technology will meet the 
demand for future skilled jobs while impacting social well‑being. Educating and empowering girls 
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and women yield significant positive impacts on entire communities and economies. Poverty can 
be mitigated by bolstering the earning potential of women while simultaneously fostering lifelong 
learning opportunities, stimulating innovation in every field, mitigating overall inequalities, and 
contributing to the realization of SDGs 1, 4, 5, 8, 9, and 10.

Overall, POs can invest in AI innovation hubs, research centers, and technology incubators to 
drive technological innovation, infrastructure development, and economic diversification in devel‑
oping countries, enhancing, among others, SDG9 – Industry, Innovation, and Infrastructure. One 
such application is the international patent WO2021215906, entitled “Artificial Intelligence‑Based 
Method for Analyzing Raw Data” (Samantaray, 2021), which presents a novel approach harnessing 
AI to facilitate computer software development (see Figure 5.5). The methodology involves a se‑
ries of steps, starting with connecting multiple users through communication devices. These users 
are then assigned specific tasks based on provided instructions, and their activities and behaviors 
are systematically captured and stored as a comprehensive training dataset, forming the basis for 
subsequent stages. The next critical phase is to deploy the training of a deep reinforcement learn‑
ing (DRL) ensemble neural network (ENN) using the amassed training data. Once trained, this 
DRL‑ENN system becomes adept at executing automated tasks, including generating computer 
software. This AI‑driven methodology presents a promising asset for POs. Using AI in software 
development, POs can optimize their processes, boost productivity, and amplify their impact on 
societal and environmental initiatives. In line with the same SDG, the Best Available Charitable 
Option (BACO) model, pioneered and developed by the Acumen Fund (2007), offers a framework 
for assessing the societal impact of philanthropic investments. The evaluation process quantifies 
the social benefits generated by each investment and compares them against various charitable 
options. BACO ensures the efficient allocation of philanthropic resources toward initiatives that 
drive innovation, spur industrial growth, and enhance infrastructure development. This strategic 
approach mirrors the overarching objectives of SDG9, which aims to foster inclusive and sustain‑
able industrialization, stimulate innovative practices, and fortify infrastructure resilience.

5 Conclusion – the road ahead

The intersection of AI and philanthropy presents many advantages for POs seeking to enhance 
their operational efficiency and social impact. The utilization of AI in customer service, predictive 
analytics for fundraising campaigns, and impact tracking mechanisms provide POs with the capa‑
bility to make informed decisions, improve transparency, and foster trust among donors. Our work 
exemplifies that AI can play a crucial role in fraud detection, personalized messaging, and impact 
assessment, enhancing transparency and trust, marking a shift toward informed decision‑making 
and amplifying donor involvement, thereby illustrating its transformative impact on philanthropic 
endeavors. In parallel, advancements in NLP and LLMs offer promising opportunities for POs to 
enhance their engagement, operations, and donor engagement. While prioritizing security meas‑
ures to ensure data integrity and regulatory compliance, POs can deliver personalized experiences 
to all stakeholders.

With context to HR, AI deployment offers significant benefits for POs, including improved 
decision‑making, predominantly through data collection and analysis for recruitment. This analy‑
sis serves to identify issues of bias, ensure judicious selection of candidates, and subsequently 
assist in the formulation of benefited structures. The strategic deployment of AI provides cost‑ 
effectiveness, expeditiousness, and quality augmentation. By prioritizing data quality assessment, 
transparency, and accountability in AI algorithms, POs can promote diversity within their teams, 
ultimately driving organizational growth and innovation. However, organizations need to remain 
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vigilant about potential biases and ethical considerations associated with AI deployment, ensuring 
that their practices align with their philanthropic values and goals. Nevertheless, it is imperative to 
acknowledge that in philanthropic endeavors, the ethical considerations surrounding data privacy 
and cybersecurity are a cause of concern, especially as AI becomes increasingly relied upon for 
data management. Therefore, POs must prioritize building trust among stakeholders and safe‑
guarding confidential data.

Figure 5.5  Flow diagram of the artificial intelligence‑based method for processing raw data (photograph 
from the patent application).
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Our work has also highlighted that the utilization of DAOs significantly impacts the perfor‑
mance of crowdfunding platforms by enabling the exchange and monetization of influence among 
peers, facilitating fund generation and project initiation without conventional monetary inputs. 
Through the tokenization of influence and the deployment of self‑executing smart contracts, the 
platform enhances transparency, efficiency, and inclusivity within philanthropic initiatives. Us‑
ers can actively partake in project pitching, fund pitch voting, and influence delegation. It has 
been observed that users’ engagements, which are tokenized according to their involvement in 
the platform’s token ecosystem and supported by distributed ledger technology (DLT), are able to 
uphold their security, privacy, and anonymity. Additionally, it has been observed that this platform 
demonstrates the positive impact of deploying blockchain and leveraging DeFi principles. This 
will drive progress across sectors, while aligning with SDG10’s goal of reducing inequalities and 
democratizing access to funding opportunities, thereby fulfilling philanthropic goals. Our chapter 
delved into the effects of the platform’s consensus engine and its role in validating smart contracts, 
transactions, and events, enriching the fundraising landscape, and breaking down barriers for un‑
derrepresented communities to engage and thrive within the ecosystem. Further, we highlight the 
synergistic relationships between AI and blockchain’s inherent immutability, which significantly 
enhances transparency and accountability within POs. This enables the creation of a traceable 
ledger of donations and transactions that adheres to their authenticity, thereby reducing the risk 
of funds being misappropriated, fostering trust and accountability among stakeholders. However, 
the strategic arrangement of AI’s capabilities requires careful planning to fully unleash its future 
potential.

In essence, our findings underscore the importance for stakeholders and institutional inves‑
tors to leverage the transformative capabilities of AI, DAOs, and blockchain to drive sustainable 
development and organizational advancement. Through strategic utilization of these technologies, 
POs can progress toward achieving the SDGs by 2030, paving the way for a future characterized 
by enhanced transparency, inclusivity, and impact in the philanthropic landscape. Moving forward, 
it is imperative for POs to embrace these technologies and explore their full potential in driving 
positive impact. Additionally, it is essential to continue investing in research and development to 
advance these technologies further and unlock new opportunities for growth and development.
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 5 https://business.linkedin.com/
 6 https://www.hirevue.com/
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TECHNOLOGY BY CIVIL SOCIETY 
ORGANIZATIONS AND ITS 

INTERNATIONAL IMPLICATIONS
Anita Budziszewska and Oto Potluka

1 Introduction

Recent technological developments (up to and including artificial intelligence) are proving ever 
more popular with and necessary for organizations operating in civil society (CSOs), including 
those of a philanthropic nature.

Recent research shows that the use of AI by business organizations increases efficiency 
(Nielsen, J., 2023; Noy & Zhang, 2023) and reduces the time needed to complete defined tasks 
(Brynjolfsson et al., 2023; Noy & Zhang, 2023). In particular, it concerns effects in terms of larger 
and easier flows of money, greater intensity of interaction, dependence on digital exchanges, and, 
ultimately, the overcoming of barriers in general that impose limits, including geographical bor‑
ders (Dutta & Lanvin, 2023).

The contemporary “Technological Revolution” has penetrated all areas of political, economic, 
and public life (Miguélez et al., 2021; Mustard, 1997), including the systems through which work 
is organized. The question is whether CSOs are ready to reach out for technological solutions, even 
though this may seem an unavoidable necessity when new policies and strategies are being devel‑
oped (not least in the “to be or not to be” circumstances of the COVID‑19 pandemic). A new chal‑
lenge has, thus, arisen when it comes to the digital and virtual operations of the non‑governmental 
and civil society sectors. Charitable organizations in the UK may serve as a positive example here, 
in line with UK leadership in developing and using AI. The most recent Charity Digital Skills 
Report (Amar & Ramsay, 2023) clarifies that the charities operating there tend to use digital and 
technological tools more and more in their work. In particular, the 2023 Report notes that, out of 
100 charitable organizations, 27 stated that AI was now in everyday use, with another nearly 30% 
to do so in the case in the near future. A year earlier, as many as 56% of organizations surveyed 
confirmed that digital tools were being used in their work (Amar & Ramsay, 2022). Nevertheless, 
most charitable organizations still lag far behind when it comes to the use of digital tools (Laton‑
ero, 2018). Access and the cost of access seem to be the biggest challenges of AI, together with the 
lack of equality and transparency (Global Symposium: Artificial Intelligence and Inequality, 2017).

Beyond that, Plunkett (Legraine, 2023) urges today’s charitable organizations to be much faster 
at adopting AI, given its potential to shape the entire philanthropic sector. In Plunkett’s view, or‑
ganizations with a charitable profile have so far been too slow to embrace the first wave of Internet 
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and innovation – to the extent that one can already speak of missed opportunities (i.e., many po‑
tential benefits – see more in Legraine, 2023).

The status of AI as an inseparable part of civil society must be recognized, irrespective of 
ethical doubts that accompany the development of and are also present in public opinion (Fine & 
Kanter, 2020).

In our chapter, we investigate the success and failure of the digital civil society in Switzer‑
land – as an example of an economically stable country – and the international and global implica‑
tions of the (non‑)use of AI, through the prism of CSOs dealing with digitalization and AI tools. 
Based on the past 20 years, Switzerland has one of the most developed philanthropic sectors in the 
world, which has made an unprecedented leap forward in society as a whole – very much in line 
with the key role technology has been able to play. Moreover, civil society in Switzerland is very 
sizable and engaged (Helmig et al., 2017, p. 131).

Following the discussion of Swiss digital civil society, we focus on the international and global 
implications of AI being (not)used. It is clear that access in the international dimension is far from 
equal and that the use of AI is often even impossible due to a major global imbalance in AI crea‑
tion and restricted accessibility in digital technologies (Kowalski, 2021). The disparities may even 
deepen steadily as AI continues to evolve (Korinek & Stiglitz, 2021).

This may also create a broader impact linked to challenges of developing an effective interna‑
tional civil society. The part in question will thus signal the different challenges for developing this 
version of civil society and the (im)possibilities of AI being used to restore balance.

On the one hand, we observe that AI helps increase efficiency and effectiveness and that CSOs 
can raise their performance using technological tools. On the other hand, we observe that even 
well‑developed CSOs like those in Switzerland, with their access to resources and capacity to 
use AI, still struggle to some extent with the shaping of digital policies. This may signal that if 
well‑developed CSOs can face certain difficulties, the CSOs from the Global South are likely to be 
in a much worse situation, which has further global implications at different levels.

In terms of terminology, the use of the terms “Global South” and “Global North” is based here 
on the definition used in the Encyclopedia of the UN Sustainable Development Goals, which clari‑
fies as follows:

The Global South – a term that refers to developing countries located mostly in the southern 
hemisphere, with generally low‑income levels and facing different structural problems. The 
Global North – a term that refers to developed countries concentrated in the northern hemi‑
sphere, characterized by high levels of income, technological advancement, well‑developed 
infrastructure, and macroeconomic and political stability.

 (Kowalski, 2021)

The terms Global South and Global North are used interchangeably in the text with developing 
and developed countries. In terms of CSOs, we consider digital civil society CSOs to be those 
that meet the requirements of the classic definition of CSOs by Salamon and Anheier (1998), 
expanded by the fact that these CSOs deal primarily with digitalization. Thus, these organiza‑
tions are (i) voluntary‑based, (ii) pursue the common good, (iii) do not perform governmental 
tasks, (iv) are nonprofit, and (v) fulfill the non‑distribution constraint (by not distributing finan‑
cial surpluses to owners or managers). Moreover, (vi) they deal primarily with digitalization. 
We have relaxed the condition on formal structures because informal groups are also very ac‑
tive in digitalization (like hackers, although the common good condition limits participation to 
“good” hackers).
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2 Digital technologies and Swiss civil society – an overview

Nowadays, almost all CSOs use digital technology (see, for example, the increasing use of digital 
technologies and social media as described by Özüpek, 2017, p. 103). It is also the case in Switzer‑
land, the country we chose to study the role of CSOs in shaping digital policy. This country has a 
large number and a high level of volunteer engagement (Helmig et al., 2017, p. 131). This sizable 
structure of civil society in Switzerland provides an excellent opportunity to study CSOs oriented 
toward digital technologies. Furthermore, Switzerland ranks among the most digitally advanced 
countries (Chakravorti et al., 2020, p. 35; Hantrais & Lenihan, 2021), while its hub status when it 
comes to international CSOs and the proximity of UN organizations seated in Switzerland contrib‑
utes to the global importance of the Swiss civil‑society landscape.

In Switzerland, 126 organizations and groups in civil society have been identified as primarily 
dedicated to digitalization (Potluka et al., 2022). These organizations are either foundations that 
fund digital projects or nonprofits that promote the use of digital technologies, the safety of digi‑
talization, training in digital skills, etc. Most Swiss digital civil society organizations were founded 
in the last 20 years. Compared to other organizations, those active in the field of digital civil soci‑
ety prove to be significantly younger. The average digital civil society organization was founded 
in 2010. The other organizations are significantly older, with an average founding year of 1997 
(Potluka et al., 2022). This gives hope that they will be more dynamic in using digital technologies 
in their activities to increase efficiency.

When we refer to data and data analysis in this chapter, we are referring to an online survey we 
organized among the above‑mentioned 126 digital civil society organizations in Switzerland. The 
survey was conducted on the Qualtrics platform from July 19 to November 17, 2021.

3 Efficiency of Swiss civil society through digital technologies

3.1 Financial capacities and efficiency in digital civil society

Efficiency, financial capacity, and volunteerism are among the most crucial aspects of civil society 
capacity. Moreover, resources are perceived as the main obstacle to access various technologies 
when comparing the Global South and North (Aly, 2022; Arun, 2019; Mannuru et al., 2023). When 
speaking about financial capacities, long‑term growth of assets is perceived as the essential attrib‑
ute of financial health within CSOs (Bowman, 2011; Fagan, 2006; Potluka et al., 2017) – some‑
thing that can be seen as enabling efficient work. It provides resources for other activities in civil 
society, such as operational knowledge, expert knowledge, political networks, and staff recruitment 
(Carmin, 2010). The latter resource is a particular challenge in civil society because it concerns not 
only paid staff but also volunteers (Studer & von Schnurbein, 2013; von Schnurbein et al., 2022). 
In addition to financial and human resources, there are also assets related to networks and network 
governance. For a network and co‑creation to be successful, trust, legitimacy, learning, power, and 
fairness should be present in networked governance (Larsson, 2019; Wegner & Verschoore, 2022). 
Civil society is regarded as a crucial stakeholder that adds to the legitimacy of the whole process 
and counterbalances the interests of the business and public sectors (Estermann et al., 2018; Lars‑
son, 2019). These resources can also be increased where digital technologies and AI are deployed.

CSOs are often financed from sources other than public funding, including donations or grants. 
This approach fosters civil society’s independence while ensuring that its interests are represented 
and that the absence of bureaucracy enhances the quality of activities. In addition, a further benefit 
of such an approach for civil society is that it is easier to attract donors and grants because the 



Use of AI and technology by civil society organizations

97

collaboration or activity is validated by the public sector, which raises confidence in project out‑
comes. Thus, the use of AI has the potential to increase the efficiency and effectiveness of CSOs 
(Fine & Kanter, 2020), just as the use of AI has increased efficiency in companies by applying it to 
repetitive tasks and automated activities (Nielsen, S.B., 2023; Raftree, 2023).

Data from Swiss digital civil society shows us that the average annual budget of the organi‑
zations in our survey is between CHF 100,000 and CHF 500,000. The main funding source is 
secured through its own resources, closely followed by public and private donors. Less than half 
of the organizations surveyed complained about their financial situation (see Table 6.1). These are 
mainly organizations where either self‑funding or funding from small donors plays a primary role. 
This shows the importance of combining different sources of funding.

We see positive aspects in the data, primarily in regard to the distribution of the resource portfolio 
for all digital civil society respondents. We identified five primary funding sources, with almost a third 
of the organizations naming their funds as the most important source. Overall, the fact that Swiss digital 
civil society is not dependent on just one or two funding sources reduces the risk of financial problems.

In terms of organizations’ budgets and their ability to achieve financial sustainability, the data 
confirms that larger organizations, with annual budgets of over half a million Swiss francs, gener‑
ally have fewer problems than very small organizations (with a yearly budget of up to CHF 10,000). 
From this perspective, digital civil society is in a similar position to ordinary civil society (Potluka 
et al., 2022). This finding confirms how larger organizations have an advantage in terms of effi‑
ciency, professionalization, and economies of scale, with similar findings from another financial re‑
search on CSOs. See, for example, the uneven distribution of EU funding to the most skilled CSOs, 
as detailed in Potluka et al. (2017), or the existence of some 100 professionalized bodies throughout 
the whole civil‑society sector in the Czech Republic (Kundrata, 2007) (Table 6.1).

3.2 Fragmentation of the networks as a resource within digital civil society

Human resource is another important resource in organizations. The practice of digital civil soci‑
ety shows many digital specialists in the sector are concentrated in hubs (see, for example, Laus‑
anne, Zurich, Bern, Basel, and Geneva, in Switzerland, as noted in Potluka et al., 2022). These 
individuals are often employed by a company but are also engaged with a CSO. Our data shows 

Table 6.1 Financial management in digital civil society in Switzerland

How do you manage to come through financially?

With no 
problems (%) 

We 
manage 
(%)

With 
difficulty (%)

With 
severe 
difficulty 
(%)

Total 
(%)

Resource of 
funds

Public 
sector

2.9 22.9   8.6 0.0   34.3

Small 
benefactors

0.0 14.3   8.6 2.9   25.7

Foundations 0.0 17.1 17.1 0.0   34.3
Business sector 0.0 14.3   2.9 0.0   17.1
Own revenues 0.0 20.0 20.0 5.7   45.7

Total 2.9 54.3 37.1 5.7 100.0

Source: Authors’ calculation based on Potluka et al. (2022), Chi‑Square p‑value = 0.000, N = 35.
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that the vast majority of these people are volunteers, not employees of CSOs (Potluka et al., 2022). 
However, this knowledge and these skills are fragmented across multiple organizations that are 
aware of each other, even if their collaboration tends to be bipolar. Collaboration in several groups 
of a few organizations does not allow for more pronounced synergies.

Swiss digital civil society organizations are relatively well networked with each other. About 
nine out of ten are in regular contact with at least three other organizations (while 51.6% of re‑
spondents have more than five contacts). Nevertheless, the structure of the networks is relatively 
flat. While several names appeared to be partners of others, these names were rarely repeated. The 
most common name, “Digitale Gesellschaft,” appeared in only five responses, followed by a sec‑
ond organization with three responses. Other names appeared only twice or once. This highlights 
the predominantly informal structures present within digital civil society in Switzerland.

Two factors may explain the flat structure referred to. The first relates to the topic of digital civil 
society. Informal groups (e.g., hackers) can hardly be expected to formally organize themselves 
or unite under a formal umbrella organization. The second factor is the length of time that digital 
civil society organizations existed. The organizations are young. In our sample, 56.7% of respond‑
ents’ organizations and platforms were founded after 2012. Thus, the governance of co‑creation 
processes in digitalization is dominated by the other two sectors outside civil society (Estermann 
et al., 2018; Wang & Ran, 2021).

Such a flat structure limits civil society’s strength in relation to other sectors. Regarding the 
public sector, it is possible to invite stakeholders with knowledge of a specific field. However, it 
proves challenging to find a representative who can engage in policy dialogue and, at the same 
time, represent digital civil society as a whole.

3.3 The question of the use of AI to achieve increased efficiency

Even with limited resources, using them efficiently can help all organizations achieve better results 
and outcomes. Civil society is oriented toward pursuing and ensuring the common good. At the 
same time, evaluation raises the question of whether CSOs can improve their activities. How can 
AI help civil society improve its performance and impact on target groups?

Evaluations use a variety of criteria, depending on the type and purpose of the evaluation. The 
standard set of evaluation criteria concerns relevance, coherence, efficiency, effectiveness, impact, 
and sustainability (OECD, 2021). AI is a tool that can help to achieve efficiency and effectiveness 
by assisting with routine and monotonous activities (Raftree, 2023) and data analysis. In the case 
of large data sets, the costs of data collection, storage, and processing can be efficiently saved 
(Nielsen, S.B., 2023). This is especially true for tasks such as reviewing documents for specific 
information and writing minutes or summaries of meetings.

On the other hand, bottlenecks and problems remain due to the use of AI, which in its current 
version is unreliable and still requires human supervision (Nielsen, S.B., 2023). Moreover, AI 
does not address the issue of ethics. Ethical rules governing the use of AI have yet to be developed 
(Head et al., 2023). However, this is a crucial issue in the case of CSOs, especially when working 
with vulnerable target groups (Reid, 2023), as stereotypes from the Internet do much to bias the 
results provided by AI (Head et al., 2023). The data gap is still a challenge when using AI, although 
the data accessibility has improved due to various data scraping techniques and digital data collec‑
tion methods (Global Symposium Artificial Intelligence and Inclusion, 2017).

It emerges that great expectations are sustained regarding AI, even when people fail to under‑
stand either the possibilities of AI or its limitations. For example, Natural Language Processing 
is a tool that works in a certain way based on the strings it combines. It is then clear that, for AI 
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to deliver reliable results, there must be knowledge behind the strings. AI does its job, but it lacks 
deeper knowledge. If the task is implemented in a different context, then the AI will not understand 
the situation and will provide standardized results that do not accentuate the specifics of the situa‑
tion or environment. AI does not yet offer such knowledge.

While AI will supplement technical aspects (especially those involving routine and monoto‑
nous activities), interpersonal and especially contextual responsive aspects of work are least likely 
to be taken over by AI (Azzam, 2023; Mason, 2023). Especially in civil society, the context of the 
work in question plays an important role, as the needs of target groups vary. Moreover, ethical 
considerations related to safety, transparency, accountability, inclusivity, and equity remain a weak 
point of AI and its use (Raftree, 2023), including by civil society organizations.

On the one hand, it is essential to note that CSOs offer their services as a value‑added contribu‑
tion to society without anticipating reciprocal benefits. From this perspective, CSOs invariably 
contribute positively. On the other hand, the question arises: is doing good enough? Should CSOs 
strive to be more efficient? The dilemma of utilizing AI for efficiency while ensuring ethical and 
inclusive development closely mirrors the debate on the business‑like approach of CSOs (Hers‑
berger‑Langloh, 2020). It is the task of CSO leaders to respond to this dilemma.

Looking at the problems faced by Swiss civil society, even though it has resources that must 
be considered sufficient when set against those of CSOs operating in the Global South, questions 
must be asked about the level of success achieved by CSOs in that Global South – when it comes 
to their use of digitalization, and AI in particular.

4 AI, digital technologies, and international civil society – Global South 
versus Global North

4.1 A global perspective on the use of digital technologies

The 2023 Network Readiness Index report seeks to assess the impact of ICTs on society and social 
development. It confirms how well‑developed economies show solid network readiness across 
all dimensions. The research was based on a survey of 134 economies around the world, taking 
into account 58 indicators related to the four dimensions of digital readiness termed “technology, 
people, management and impact” (Dutta & Lanvin, 2023). Research, among other things, revealed 
the dominance of specific countries and economies from a global and regional perspective. In 
particular, it is noteworthy that, on the list of top 10 countries, the highest position in the index 
was achieved by the United States. Singapore and South Korea remain the only top 10 countries 
in the Asia‑Pacific region, with the rest situated in Europe (i.e., Finland, the Netherlands, Sweden, 
Switzerland, Denmark, Germany, and the UK). Switzerland ranked 6th (Dutta & Lanvin, 2023).

The first aspect made clear by the survey was that the trends in the development of digital tech‑
nology and network infrastructure differ significantly from one region to another, while a second 
aspect was that, from a global perspective, it is Europe and the European (Western) economies 
that dominate the world in terms of broad digital readiness (Dutta & Lanvin, 2023). This tendency 
is also confirmed by Moreno (2023), who, in addition, stresses that the main challenge facing the 
global community when it comes to digital technology and AI is access to AI tools. Such access is 
almost entirely in the hands of a few highly developed countries – namely the United States, China, 
and the UK, which control nearly half of all AI‑related patents (Crawford, 2021; Moreno, 2023).

This inequality negatively influences the formation and cooperation characterizing civil so‑
ciety internationally and globally (Aly, 2022; Arun, 2019; Mannuru et al., 2023). The conse‑
quences of this disparity may include poor development, a weak presence, limited participation, 
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and opportunity to exert influence – on the part of civil organizations operating in the societies 
in the Global South that do not have adequate resources. In the long term, this ensures a lack of 
a presence of CSOs from the Global South in global negotiations to set international legal and 
ethical standards and limited participation in global flows and governance, including regarding 
AI (Chinen, 2023). Standards and norms might again favor – and reflect what is in place in – the 
Global North.

This result has far‑reaching implications for the global effectiveness of international civil soci‑
ety organizations in addressing hybrid and global challenges that require joint action and solidarity 
with societies in all states and regions.

A report from the Brookings Institution and the Centre for European Policy Studies makes it 
clear that the priority role in addressing or resolving disasters and challenges of a global nature 
today is precisely that of international cooperation, which also extends to the use of AI (Kerry 
et al., 2021). The report notes that, although the standards of cooperation regarding AI as such are 
mainly developed by states and governments, the architecture and governance need to be open to 
active and real joint action with CSOs (Baldoni et al., 2020; Kerry et al., 2021).

As the case of Switzerland shows, digitalization is business‑driven, while the public sector 
shapes the policies (Estermann et al., 2018). While civil society can be a moderator between the 
two, it has so far had little to say, as it has not yet achieved the status of an influential partner.

4.2 Universality, equality, and CSOs from the Global South in global fora

Being aware of the existing challenges, the international community strives to reduce disparities 
in the level of use of and access to AI and new technologies for developing countries, to ensure 
greater universality. One example is the standards provided by the Global Partnership on Artificial 
Intelligence (GPAI), as a 2020 outcome of the work of the G7 member states. One of the main 
tasks to be pursued (as set out in these standards) involves founding international projects cooper‑
ating, among other things, with civil society, with particular attention to the interests and involve‑
ment of countries from the Global South. The GPAI thus goes some way toward implementing the 
principles that lie at the heart of global governance, where both countries of the Global South and 
representatives of civil society are offered a seat at the table (Goralski & Tan, 2020; Tallberg & 
Uhlin, 2011). This would seem to be a non‑standard solution (Chinen, 2023).

On the other hand, irrespective of whether organizations in society ever have fundamental and 
far‑reaching influence in international standard‑setting, practice does not seem to give full effect to 
this idea. Organizations from civil societies in the Global South are not always assured of full par‑
ticipation in the shaping of international standards, and there is no equality in the representation of 
their CSOs or lobby groups in international organizations. CSOs from these regions are typically 
smaller (and have more limited resources) than their counterparts from the developed regions, and 
they also lack expertise in AI tools. Under these circumstances, it is impossible for their actual 
influence to be as significant (Tallberg & Uhlin, 2011), including the further development of the 
technologies and the use of AI. Latonero (2018) puts it straight: “It can be difficult for civil society 
organizations, especially smaller ones in the Global South, to find ways to engage with AI. There‑
fore, organizations in developing countries may see the AI field dominated by powerful countries.”

From another point of view, this state of affairs seems to be influenced by the very accreditation 
policies and mechanisms that the UN and others apply and run. This is made clear by the struc‑
turing to be noted among the CSOs that participate in UN international conferences discussing 
universal norms – showing the representation of CSOs limited to particular states (Chinen, 2023). 
For example, at one of the most important series of international meetings on digitalization and 
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digital transformation in the broadest sense (i.e., the UN‑mandated Internet Governance Forum), 
in the period 2006–2019, among the 2,830 accredited NGOs and CSOs from as many as 155 states, 
1,113 came from only six states: the United States, Brazil, Germany, the UK, India, and France 
(Chinen, 2023).

4.3 AI’s cultural dimension

A further issue and challenge regarding the universalized application of new technologies and 
AI relates to matters of cultural and axiological relativism, including the use of AI and its ethical 
assessment. In other words, even if international efforts ensure that the civil societies from coun‑
tries in the Global South have greater access to AI tools, relevant training resources, and broader 
participation in international social movements generally, the question would still remain as to 
whether these organizations would be able to make full use of all this – and whether they would 
even want to do so – to the extent that can be seen among charitable organizations in developed 
countries. There is a risk that the tools in question – and indeed all that AI offers – will not have the 
potential impact or efficacy in line with the cultural and axiological context that can be observed 
for them in the West.

This fact has been pointed out, among others, by Ravit Dotan (2023), who underlines that the 
whole AI system is founded upon and constructed within the cultural and organizational context 
of the West. She noted: “AI systems are designed for Western contexts, and AI systems are trained 
on Western data” (Dotan, 2023). Furthermore, even the principles underpinning the application 
and use are grounded in Western values and the axiological system of the West. As Dotan further 
stresses: “AI Ethics Principles May Reflect Western Values” (Arun, 2019; Dotan, 2023; Kumar 
et al., 2021).

About the activities of CSOs and the use of AI, one example is the different accounts that 
governments take of organizations in society when it comes to the process by which state policy 
is shaped and created, including in terms of support for the digitalization of civil society per se. 
There are differences in the cultural appreciation of what is ethical and what is not, as well as in 
the understanding of social order, including the so‑called individualism‑collectivism dichotomy. 
These differences can be seen very clearly when comparing the culture of giving and the culture 
of a society in general between Western and African cultures (Carman & Rosman, 2021; Dotan, 
2023; Floridi et al., 2018). Thus, cultural values influence how people help organize their socie‑
ties, become socially active, and – ultimately – use (or effectively use) AI tools (Arun, 2019; 
Davies, 2018).

Additionally, in African countries, for example, an ethical dimension may also be at play, as 
well as a general lack of goodwill toward AI, given the ongoing exploitation of the continent by 
companies from the Global North, including many that experiment with AI right there in Africa 
itself (Dotan, 2023; Gestoso, 2022). In other words, the ethical dimension may play a specific role 
in the context of North‑South relations, leading to a lack of trust in these tools – and thus their 
limited use, as a morally inspired opposition to it (on the ethical aspects concerning CSO reports 
see Schiff et al., 2021).

In a broader sense, it also seems that CSOs – particularly those from developing countries – may 
face a dilemma between the intense pressure to constantly increase the efficiency of their activi‑
ties, including through the use of modern technologies, and their social role and responsibility 
to look after ethical dimensions – including in the field of human rights (Davies, 2018). At some 
point, this may lead to an impasse in the shaping of appropriate policies regarding activities due 
to the need to meet society’s expectations when it comes to taking care of the moral aspects of AI. 
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Such considerations may especially affect smaller and less developed CSOs, whose abandonment 
of the widespread use of AI tools must inevitably denote a gradual slowing down in their activities 
and a falling behind if the decision is made to prioritize the ethical dimension (as in the case of 
CSOs in countries of the Global South, for whom the ethical dimension of AI and trust in its tools 
may appear particularly important).

Thus, the attempt to universalize and unify the use of AI tools by CSOs worldwide may not be 
an optimal solution due to the growing lack of trust in AI tools in general, as well as the cultural, 
axiological, and technological differences that exist in different regions of the world, and thus the 
risk of incomplete use of AI’s full potential.

Instead, the solution could be the steady transfer of know‑how while keeping in mind regional 
specificities and a constant effort to maintain the permanent change in the logic of global govern‑
ance (toward a more inclusive international civil society). In the long term, this would mean the 
adaptation of AI tools to the requirements and cultural conditions of a particular region or state. 
Such a more individualized approach would better address the needs and unleash the full potential 
of a given country and region.

As the example of Swiss CSOs has shown, CSOs from the Global North countries may face 
different challenges and, therefore, need a different approach than those from the Global South.

Despite the international efforts being made, the idea of unifying access to and global use of AI 
tools by CSOs worldwide seems rather difficult. At the same time, the constant evolution of AI and 
the global technological shift cannot be avoided in any region, so a total resignation from using AI 
in the long term may also be impossible.

When it comes to operational policies of CSOs from the Global South, certain challenges might 
also be related to the limited ability to implement AI principles, tools, and regulations at the po‑
litical, social, and state levels, due to different priorities and urgent needs to solve problems of a 
different nature to that of transferring the latest technology.

5 Conclusion

The era of digitalization and the new technologies often used by charitable organizations ushered 
in a change in how they reshape civil society. At the national level (as the Swiss case clearly 
shows), digitalization and new technologies are becoming an inseparable part of the innovative 
civil society. However, at the global level, the differences in digitalization and the introduction of 
technology in general and AI in particular, as used or not used by organizations in society, are such 
as to ensure an uneven (unequal) dynamic to the development of the social and charitable sector 
around the world.

At the most general level, the differences and disparities between civil societies and their organ‑
izations are between those of the countries of the Global South and those of the Global North – and 
an obvious reason for this lies in the more limited possibilities of developing countries, as well as 
the smaller financial outlays supplied in support of their charitable and societal sectors.

From a global perspective, this means that organizations from the Global South are more lim‑
ited in their participation in shaping international civil society and global aid initiatives.

Thus, the lack of equal access to and efficient use of AI, and hence the absence of equal use, has 
at least several global implications. First, the progress of civil society dynamics in developing (as 
opposed to developed) countries is more limited, given that the technological tools up to and in‑
cluding AI are factors that support this development, and improved efficiency in general. Second, 
and as a side‑effect of the first, there is the matter of the potential slow but steady marginalization 
of institutions from societies in the Global South when it comes to the global agenda.
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As mentioned previously, even the idea of universalizing access to AI tools may not solve the 
problem since the civil society sector is also seen as revolving around cultural and axiological 
dimensions. We can observe a tendency toward regionalization rather than the universalization 
of the use of AI tools in the civil society sector. Such a recommendation can be found, among 
other things, in the NRI report (Dutta & Lanvin, 2023), which reads that “the relative standings 
of individual counties in their respective regional rankings reflect the importance of creating and 
pursuing tailored strategies and policies to address the specific and unique digital needs and chal‑
lenges faced by each region.”

At the same time, international efforts should focus on the disparities mentioned above, con‑
sidering not only economic aspects but also other non‑material differences. The aim is to better 
implement and use AI’s potential in shaping the dynamics of international civil society.

As the Swiss example shows, the economic aspect of a country cannot be the only one con‑
sidered when talking about the use of digitalization, as the use of AI and the development of civil 
society may still face struggles. Our research shows that civil societies in countries that have a 
strong base of CSOs and are also technologically advanced face challenges. These lie primarily in 
the fact that while a substantial proportion of the population has access to AI, they have yet to learn 
how to use it and how to use it effectively. Paradoxically, the result is similar to that of nonprofits in 
the Global South – untapped AI potential in the civil society sector – though for different reasons.

Although the highly developed countries with a high level of technological development have 
certain areas that could be improved, they still have a better chance of filling these gaps than CSOs 
from the Global South. The international community will have to take into account the growing 
global doubts about the challenges of using AI and digital technologies, as mistrust seems to be 
more visible. At the same time, there is an issue of human rights in the new digital era, as well as 
an urgent need to understand the link between trust and digital inclusion (Dutta & Lanvin, 2023). 
Nevertheless, the dedicated solutions should be based on a voluntary basis, as there is no global 
authority that can impose any regulation on the accessibility and use of AI.
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THE IMPACT OF ARTIFICIAL 

INTELLIGENCE AND 
INFORMATION TECHNOLOGY 

ON PHILANTHROPIC 
ORGANIZATIONS

Case studies of non‑profit and cultural associations

Luca Barzanti, Lia Benvenuti and Enrico Gaudenzi

1 Introduction

Connections between Artificial Intelligence (AI) and philanthropy are gaining increasing interest 
since the rigorous quantitative approach to the problems and the challenges in this field have been 
developed following the success gained in the profit sector. This chapter examines the impact of AI 
and Information Technology (IT) in the philanthropic context by illustrating two distinct applica‑
tions in very different sub‑domains. Case studies use a variety of AI and mathematical methods 
that precisely fit the considered problems and demonstrate either the flexibility of the tools and 
their adaptability or the great utility of AI and IT in the philanthropic field.

The first considered application context regards the Decision Support Systems (DSSs) for fund‑
raising management. In the context of philanthropy, non‑profit organizations (NPOs), whose main 
activity is fundraising (FR), have a considerable role to play (Rosso et al., 2004). FR strategies 
are crucial for achieving the mission and reaching the goal of the ongoing campaign (Sargeant, 
2001). The Donor’s role and efficient management are of great importance (Duncan, 1999). For 
this reason, both econometric and operational literature dealt with (potential) Donors’ profiles that 
match some specific gift inclination (Duffy et al., 2007) to support the effectiveness of the process. 
Economists agree that information on potential Donors plays a crucial role in achieving the im‑
provement of fundraising strategies (Melandri, 2004b; Nudd, 2003).

Quantitative studies in econometric and economic modeling have shown the main factors influ‑
encing individuals in their choice of giving. For example, Andreoni (2006) characterizes altruism’s 
economic and social foundations as individuating factors such as the own community or the social 
network and the so‑called “enlightened self‑interest.” These variables are also modeled by Smith 
and Chang (2002). Lee et al. (1999) argue that an individual tends to assume a role identity as Do‑
nor that depends on their network of social relationships. They identify several variables that can 
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impact role identity, influence individual preferences and attitudes, and affect the utility people get 
from their decision about how and to what extent they donate (Cappellari et al., 2011).

In general, several factors should be considered to individuate an optimal fundraising strat‑
egy: the interests of (potential) Donors, their social network and personal profile, the operational 
literature and rules of thumb of the experts in the field, and the information on past campaigns. 
Practitioners claim that the 70%–80% success rate of a fundraising campaign is determined by 
choosing the appropriate target (the set of Donors to whom the strategy is addressed) and only 
20%–30% from motivations and creativity (Melandri, 2004a). These factors strongly influence the 
gift probability, affected by individual aptitudes and economic constraints (Cappellari et al., 2011): 
age, instruction level, place of origin, financial situation, number of children, social network, and 
religious involvement. Therefore, integrating all of this information to find an optimal fundraising 
strategy is very complex. In this context, the need for advanced DSSs, targeted for different aims 
and association types, is highly felt.

The second considered domain is Financial Literacy, which is related to philanthropy through 
the activity of the Cultural Philanthropic Organizations. The subject of financial education is 
broad and varied and includes very different approaches. In the international institutional sphere 
(Organisation for Economic Co‑operation and Development – OECD, 2011), there is a need to 
monitor the level of financial education of a specific population. This involves statistical aspects 
of sampling, the design of questionnaires, and the analysis of their results. Behavioral economics 
has also studied the links between personal finance choices and notions of financial education. 
Economic psychology also influences monetary choices and can be useful in developing financial 
education pathways.

On a more practical level, financial education plays a role in savers’ choices of pension funds. The 
financialization of welfare is also analyzed in Caselli and Ruocco (2018), where the intersections be‑
tween economic actors and philanthropic and financial instruments are explored in an international 
context, particularly in the Italian scenario, with specific reference to Social Impact Investing.

Financial literacy in the adult population is also extensively analyzed in OECD (2020). A more 
didactic approach is developed in Houghton Budd (2016), where specific strategies for teaching 
financial education are proposed, examining a concrete case study. However, financial education 
for children has received less attention over time. Anyway, interesting tools for a qualitative ap‑
proach to financial literacy have recently been developed, such as the Europoli app, developed by 
the EduFin Committee, with the contribution of the European Commission.

The approach proposed and developed in this study fits into the framework of tools aimed 
primarily at young persons. Its originality is in analyzing contexts frequently observed in per‑
sonal finance choices and visualizing them in a guided and interactive computer lab, respecting 
the directions of research in the didactics of financial mathematics. Each model is implemented 
by constructing a visualization diagram that captures the financial situation and its evolution, 
which is a strength of this approach. The use of computer tools, even the most advanced ones, 
makes it possible to graphically model quite complex situations and to make effective financial 
choices. This technique is particularly useful for those people who don’t have specific notions 
of financial mathematics (Barzanti & Pezzi, 2019a, 2019b). In this context, collaboration with 
a philanthropic cultural organization is in development, in order to make available a high‑end 
IT solution with the construction of a web application and increase the usability of the proposed 
implementation.

The chapter is organized as follows: Section 2 considers the field of fundraising management 
and the employment of IT. In particular, Section 2.1 overviews the most advanced DSSs, which 
make use of AI, soft computing techniques, and advanced mathematical methods. In contrast, 
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Section 2.2 describes in detail one of these systems, with a rigorous approach completed with the 
help of diagrams and explanatory figures. Some very recent approaches, challenges, and ongoing 
developments are illustrated as well. Section 3 considers the context of Financial Literacy and the 
need for an advanced IT tool for the financial education of children. Section 3.1 examines two 
recent applications in Excel. Section 3.2 shows a very recent demo of an ongoing high‑end IT solu‑
tion with a web application developed in collaboration with a philanthropic cultural organization. 
Section 4 concludes the chapter.

2 Decision support systems for fundraising management

The strategies commonly employed use the so‑called giving pyramid, an operative structure that 
advises the fundraisers in their macro‑decisions. The giving pyramid is well studied by the op‑
erational literature (Melandri, 2017). Economic literature also refers to this concept (Lange et al., 
2007). Figure 7.1 shows the Donors’ segmentation determined by the pyramid (a further subdivi‑
sion is possible).

The Contacts constitute the ground of the pyramid, that is, the potential Donors known by the 
association. One goal of a loyalty campaign is to involve new people in the mission of the associa‑
tion by their first donation. It is essential that a Contact becomes a Donor at the first gift request 
(therefore, it is significant to solicit the gift in a suitable campaign for that Contact). The effective‑
ness of achieving the step at the first gift request makes the new Donor more prone to become a 
regular Donor, establishing in this way a positive drift (the Donor becomes “hot”) toward a subse‑
quent step to the second level of the pyramid.

Quantitative methods employing database (DB) technologies have been studied and developed 
in the pertaining literature to make these strategies more effective (Barzanti & Pieressa, 2006; 
Kercheville & Kercheville, 2003). The effective use of information on Donors and Contacts (i.e., 
potential Donors) is crucial for optimizing the resources for the campaign by selecting the most 
promising Donors/Contacts for the considered context.

However, tools using a classical database approach (Flory, 2001a, 2001b) are not able to elabo‑
rate the knowledge available in the econometric and operational literature as an expert in the field 

Legacies

Large Donors

Regular Donors

Sporadic Donors

Contacts

Figure 7.1 The giving pyramid. The pyramid explains the Donors’ segmentation.
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does (Duffy et al., 2007) and are not able to suggest suitable fundraising strategies. The problems 
that these systems can solve are limited by the potential of such a technology. The support to the 
fundraiser is limited to giving general indications about specific claims without adequately manag‑
ing all data about people, integrating qualitative information with quantitative data.

For these reasons, an innovative approach was performed in this field by Barzanti et al. (2007) 
who introduced the use of mathematical modeling and Decision Support System (DSS) techniques 
to help associations to decide the kind of campaign they have to organize, which features to imple‑
ment, and which Donors of the DB list must be contacted, to maximize the expected return of the 
campaign, satisfying time and cost constraints.

2.1 Artificial intelligence and soft computing for fundraising DSSs

The need for an advanced approach has led to comprehensive development in this field. In par‑
ticular, quantitative methods have been specialized for different types of organizations. On the one 
hand, Barzanti et al. (2009) and Barzanti and Mastroleo (2013)(their corresponding systems are 
hereafter called Knowledge Fuzzy Mathematical ‑ KFM by Barzanti et al. (2009) and Advanced 
Mathematical ‑ AM by Barzanti and Mastroleo (2013)), have dealt with large‑sized associations, 
including international ones, owing lists of millions of contributors and a powerful organizational 
system that requires a very sophisticated DSS.

On the other hand, Barzanti and Giove (2012) introduced Knowledge Choquet – KC, which 
also considers small‑sized organizations and developed a DSS based only on essential information 
without an organized DB. This approach has been validated in the operational world by associa‑
tions that test it (as documented in Barzanti & Giove, 2012; Barzanti & Mastroleo, 2013; Barzanti 
et al., 2009) and in the pertaining literature (Melandri, 2017; Verhaert & Van den Poel, 2012).

Medium‑sized organizations are considered in Barzanti et al. (2017), Fuzzy System – FS, and 
Barzanti and Giove (2018), where a DSS based on a specific mathematical model and targeted for 
this kind of association has been created and enhanced.

More generally, a process of evolution, strengthening, and specialization of the proposed meth‑
ods and algorithm has been developed. In this context, Barzanti et al. (2020) introduced the Rec‑
ommended System Fuzzy – RSF, and in Barzanti et al. (2021), it was considered that one of the 
goals of a loyalty campaign is involving new people in the mission of the association by their first 
donation. In operational language, the goal is to make some Contacts going up from the ground of 
the giving pyramid to the first level.

The innovative approaches to fundraising are characterized by significant use of mathemati‑
cal modeling, suitably implemented according to the considered purpose or the particular focus 
of the process. As regards the available information, associations are classified according to the 
existence of a structured DB and the presence in the DB of specific qualitative information of 
Donors’ profiles (like personal interest and relationship network), in addition to the usual infor‑
mation on the gifts and the typical personal profile. Usually, this classification strictly depends 
on the organization’s size. Along with the modeling approach, the methods differ in the use of 
advanced mathematical and statistical techniques (probability, linear algebra, utility functions, 
similarity measures, Choquet integral, nonparametric estimation) or soft computing and artificial 
intelligence (AI) techniques (fuzzy logic, knowledge‑based approach). Table 7.1 summarizes the 
classification of the DSSs by association size and quantitative techniques employed.

KFM method is based on a knowledge approach and extensively uses Fuzzy techniques1; it 
is targeted at large‑sized associations with a well‑structured complete DB. AM method is an im‑
provement of KFM, which uses Advanced Mathematical techniques instead of soft computing. 
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In particular, the fuzzy evaluation of the gift probability is replaced by an entirely mathematical 
estimation based on the Choquet integral with rigorous upper and lower bounds. Moreover, the 
utility function approach allows to contemplate not only the immediate maximum expected return 
objective but also a long‑term perspective considering the evolution of the Donor lifetime as well.

Medium‑sized organizations are considered in FS. FS only uses the quantitative information 
of the DB to rank and select the most promising Donors for a specified campaign by a Fuzzy 
technique. RSF is focused on the strategic goal of involving new Donors in the association with 
their first gift. The Recommender system is based on a Fuzzy approach and uses a specific Simi‑
larity measure developed for this aim, starting from a general similarity formula. It is targeted at 
medium‑sized organizations and uses quantitative and qualitative information from a medium‑ 
structured DB.

KC uses the features of the organization profile to select the best fundraising strategy. This 
approach is necessary when structured DB information is unavailable, and it is therefore targeted 
at small associations. The knowledge of one or more experts is extracted by hierarchically organ‑
izing the organization’s domain and identifying a non‑additive measure coupled with the Choquet 
integral. DSSs have been variously validated, tested, cited, and referred. In addition to the remarks 
above, see Moro et al. (2018) and Ruixia et al. (2010).

In general, the advantage of the DSSs targeted for large‑sized organizations is the complete‑
ness of the considered process, obtained by managing both Donors and Contacts, by considering 
the total expected return of the campaign and by allocating an eventual budget saving. The dis‑
advantages concern the necessity of frequent maintenance of DB and the non‑immediate interac‑
tion with the system by the fundraisers, who are required to be trained on quantitative notions, 
particularly for AM.

Concerning medium‑sized associations, FS is relatively easy to use and considers both the 
Donors’ ranking and the total expected return, with simple management of the budget saving. 
Contacts are not considered, and consequently, no long‑term strategy is examined. On the other 
hand, RSF considers the Contacts, analyzing the best method to acquire Donors from Contacts. 
Although the mathematics is nontrivial, the DSS use is quite simple, and the results are specific 
and effective.

Finally, KC is easy to use and needs no DB (and consequently no information maintenance), 
but the process of identification of the measure is elaborate, with the fulfillment of an articulate 
questionnaire by the association fundraisers. For a wide review, see Barzanti (2021).

An idea of articulating such systems is shown in Figure 7.2, where the architecture of KFM 
is displayed. In the first part, the feasible strategies with their Donors’ targets are selected by an 
expected gift model and fuzzy rules in compliance with the marginal gain condition. Then, the 
possible Contacts selection based on fuzzy rules is performed if a budget saving occurs. Then, an 
articulated strategies evaluation is completed, with a dynamic estimation based on a mathematical 

Table 7.1  Classification of the DSSs by association’s size and quantitative 
techniques employed

Advanced mathematical 
techniques

Soft computing and AI 
techniques

Large‑sized associations AM, RSF KFM
Medium‑sized associations FS
Small‑sized associations KC
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Figure 7.2  The architecture of KFM. Each part of the system is highlighted, with the explication of  
all the interactions.
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model (Figure 7.3) and a static fuzzy model. The global evaluation of the strategies produces their 
ranking. Figure 7.4 shows the details of the fuzzy evaluation of the gift probability.

2.2 Case study: the system FS

FS is developed for medium‑sized associations and uses fuzzy techniques to maximize the global 
return of a campaign. As for the data, it uses the classical quantitative information of Donors (i.e., 

Similarity matrix between past campaigns and each strategy 

Vector with success measures of past campaigns.
It is evaluated by the Fundraiser

Lower bound for similarity of past campaigns in order
to attribute some influence to them. It is established 
by the Fundraiser

Recommendation
Index for the j-th
strategy

Figure 7.3  The mathematical model of dynamic evaluation of strategies in KFM. In this linear algebra 
model, “card” denotes the cardinality (i.e., the number of elements) of the considered set.

Donor evaluation
index

Donor 
consistency index

Gifts number Gifts amount

Objective 
type

Elapsed 
time

Donor 
goodness

Interests 
closeness

Distance Period

Donor profile
index

Figure 7.4 Fuzzy evaluation of the gift probability in KFM. The fuzzy structure of the variables is shown.
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Table 7.2 Some Donors’ characteristics with respect to their segmentation

Donors Min D. amount Max D. amount Low wealth 
(%)

Ins. policies
≥1 (%)

Large 300 1,000 10 65
Regular (DRD) 100 500 40 65
Regular (SRD) 50 400 40 65
Sporadic (MSD) 30 100 70 35
Sporadic (OSD) 10 50 70 35

Table 7.3 Statistics regarding Donors’ profiles

Min Max Mean Std. Dev.

Gifts’ number 1 28 6.40 5.20
Elapsed time 0 119 94.72 25.76
Amount 20 1,000 133.65 158.20
Wealth 10 1,000 398.47 310.17
Risk aversion 0 5 1.07 1.67
Age 18 89 53.43 20.85
Childrens’ number 0 3 1.50 1.12

gift amount, recency, and frequency). Data is organized in a simulated DB constructed from ex‑
perts’ knowledge based on a realistic composition of a set of Donors.2 The Donors’ segmentation 
was determined following the giving pyramid. A set of 30,000 Donors is considered, and about 
400,000 gift requests are collected. In the set, about 6% are Large Donors, 19% are Regular, and 
are further subdivided into “stable” (SRD) and “dynamic” (DRD). The remaining 75% are Spo‑
radic Donors; about 25% made only one donation (OSD), and the rest made more than one dona‑
tion (MSD). Legacies are not present in the considered sample.

Concerning the gift history, the DB includes the number of donations for each Donor; the gift 
amount for each donation (measured in thousands of euros); the elapsed time or recency, that is, 
the number of units of time since the last donation (measured in semesters); the number of past 
gift requests, including those in which the donation was not subsequently made. Other personal 
profile variables collected are risk aversion, measured as numbers of insurance policies signed by 
the Donor; education, subdivided into four categories: Master and Ph.D., Bachelor, High School, 
other/lower school level; age and number of children; wealth, measured in thousands of euros.

Tables 7.2 and 7.3 report a synthesis of the data collected in the DB. Table 7.2 illustrates the 
segmentation of the Donors population in the Giving Pyramid related to some characteristics: the 
minimum and maximum Donation amounts are shown. Large Donors have high gift amounts, 
Regular Donors from low to medium gift amounts and from medium to high frequency, whereas 
the Sporadic ones are characterized by low amount and frequency.

Only 10% of the Large Donors have “low wealth,” and the percentage increases respectively to 
about 40% for Regular and 70% to Sporadic Donors. In the last column, the percentage of Donors 
who subscribed to at least one insurance contract is reported; this is a commonly used measure of 
the risk aversion of a person.

In addition, Table 7.3 shows some statistics of Donors’ profile characteristics and gift history.
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The system implements a model, whose key points are the particularly in‑depth estimation of 
the giving probability (Figures 7.5 and 7.6) and the amount (Figure 7.6) expected from each Donor 
and the fuzzification process (Figure 7.7).

The two values ( )f p  and ( )g V  are subsequently aggregated using a suitable aggregation opera‑
tor. In this case, the choice of a conservative strategy suggests the adoption of the MIN operator.

Summarizing, for each Donor in the DB, represented by the ordered couple ( ( ), ( ))p t V ti i , a score 
is computed, as in (7.1):

,  Score MIN f p t g V ti i i{ }( ) ( )( ) ( )=  (7.1)

The Donors are ordered using the values Scorei, and { , , , }(1) (2) ( )D d d d n= …  is the ordered list 

of all the Donors with 0Scorei >  (N M≤ ), i.e., { }(1) (2) ( )d d d n≤ ≤ ≤ . Ucost  is the cost for a re‑

quest and ( / )=K INT Budget UMAX cost  is the maximum request number given the available Budget.  

The system proposes to the decision‑maker (DM) the first *K  Donors in the ordered list, with 
,*K MIN K NMAX{ }= . An estimation of the total gain TG is computed through the expected values 

of the first *K  expected gifts, see (7.2):

*

1

*

TG K p t V t
i

K

i i∑( ) ( ) ( )= ⋅
=

 (7.2)

The System computes the total average score

Gift probability of i-th Donor Global frequency of gift Recent frequency of gift

Penalty function w.r.t. elapsed timeWeights

( ) = ∙ ( 0, ) + ∙ ( − , ) ⋅ ( )

Figure 7.5  Evaluation of the gift probability in FS. The role of each mathematical object of the evaluation 
is explicated.

Gift amount of i-th Donor

Average global amount Average recent amount

( ) = ∙ ( 0, ) + ∙ ( − , )

Figure 7.6  Evaluation of the amount in FS. The role of each mathematical object of the evaluation is 
explicated.
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i

K

i∑( ) =
=

as well.
If TG Budget G− ≥  the target is reached. Anywise, if the average score is low and the expected 

total gain is satisfactory, the DM can decide to decrease the value of *K  and the system recomputes 
( )*TG K  and ( )*TScore K  until a good compromise is reached.
An ongoing development in this framework regards the parametric statistical approach in the 

evaluation of ( )p ti  and ( )V ti  on the basis of Barzanti and Nardon (2022), with the aim to individu‑
ate a complete distribution estimation of these quantities and therefore a lower and an upper bound 
of the total return of the campaign. Another challenge can be the employment of a nonlinear fuzzi‑
fication process, instead of the formulas applied in Figure 7.7, with the aim to capture pessimistic 
or optimistic evaluations of the Fundraiser. With respect to the gift probability, the fuzzification 
formula becomes like in (7.3), with 0k > , where 0 1k< <  denotes optimism and 1k >  pessimism.
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Minimum request value
Value of maximum satisfaction

( ) =

⎩
⎪
⎨

⎪
⎧
0 ℎ <
−

−
ℎ ≤ <

1 ℎ ≥

Fuzzy threshold for 
gift probability

( ) =

⎩
⎪
⎨

⎪
⎧
0 ℎ <

−

−
ℎ ≤ <

1 ℎ ≥

Fuzzy threshold for
average gift amount

Figure 7.7  The fuzzification process in FS. The mathematical process implemented by the fuzzy system is 
specified.
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From an operational point of view, some challenges regard the interaction between Fundraiser and 
DSS, in terms either of the use of the software and interpretation of its results or the appropriate 
setting of the parameters to incorporate his/her own valuations and fine‑tune the system. The key 
point is to make the Fundraiser confident with the software in order to use it appropriately as an 
instrument that can be personalized on the basis of the objectives and the professional evaluations.

As for the implementation of the system, the tool is designed in Visual Basic, using SQL lan‑
guage on a MS Access DB. The graphical interface allows the DM to set up the Campaign Param‑
eters (Target, Budget, and Unit Cost), the Algorithm Parameters (omega L, omega S, Time Horizon, 
and Time Window), the Preliminary Selection Parameters (Robustness, Frequency, and Average 
Past Gift), as also the Elapsed Time Thresholds (Min Elapsed Time, Max Elapsed Time). Fuzzy ag‑
gregation parameters are also set by the indication of the bound of both thresholds (Min Probability, 
Max Probability, Min Expected Value, Max Expected Value). Figure 7.8 shows the whole interface.

Figure 7.8  Graphical user interface. The interaction mask between the system and the user is shown. In 
particular, the input parameters are classified by their meaning.
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Notice that the results are widely described. First, a synthesis of the ranking by probability and 
expected value is presented (the Probability and Expected Value Ranking Tab). Then, the ranking 
obtained by the fuzzy algorithm is shown (the Fuzzy Ranking Tab), as well as the synthetic indica‑
tors for the campaign results (Campaign Results).

The Campaign Parameters are typical of a medium‑sized organization; the Technical Ones are 
determined based on the function of the characteristics of the DB and the preliminary choices of 
the DM. The results of the first ranking phase (gift value and probability estimation) are presented 
in Figure 7.9.

In this case, after the preliminary selection, the considered Donors decreased from 30,000 to 
about 6,900. Consider that the DM can choose how deep to explore each single ranking. This gives 
a general idea of the features of data with respect to the ranking criteria. In this case, the selected 
step is 300 for the Probability and 600 for the Expected Value. The fuzzy aggregation implement‑
ing the algorithm (Donors’ selection) is shown in Figure 7.10.

The global results of the Campaign (Expected Campaign Value), with the Total Average Score, 
are presented in Figure 7.11.

The target is well achieved, with a satisfactory average score. The whole budget is used as 
specified by the algorithm. However, suppose the DM wants to decrease the considered Donor 
number to slightly increase the Average Score, thus maintaining the goal of reaching the Target; in 
that case, there is the possibility to recompute the Campaign Results with the new Donor number 

Figure 7.9 First ranking phase. The expected gift probability and amount are computed for each Donor.

Figure 7.10 Fuzzy aggregation and whole ranking. The score of each Donor is computed.
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through the parameter DM Num Donors and the Recompute function. In this way a budget sav‑
ing is also obtained, which will be added to the Expected Campaign Value. Figure 7.12 shows the 
results with 750 Donors.

3 The use of information technology in financial literacy

The subject of financial education is broad and varied and includes very different approaches. 
In the international institutional sphere (OECD, 2011), the level of financial education of a spe‑
cific population needs to be monitored. It involves statistical aspects of sampling, design of ques‑
tionnaires, and results analysis. Financial education programs are then classified in a five‑tier 
framework concerning needs, accountability, fine‑tuning, micro impacts, and macro impacts, to 
overcome difficulties in their evaluation (O’Connel, 2009). Behavioral economics has also ex‑
amined the links between personal finance choices and notions of financial education. Economic 
psychology also influences financial choices and can, therefore, be helpful in developing financial 
education pathways. More practically, financial education may influence savers’ behavior when 
choosing pension funds.

The phenomenon of the financialization of Welfare is also analyzed in Caselli and Ruocco 
(2018), where the intersections between economic actors and philanthropic and financial tools 

Figure 7.11  Campaign results. The expected total return of the campaign and the robustness of the result 
are calculated.

Figure 7.12 Campaign results with budget saving. The robustness of the result is enhanced.
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are analyzed in an international context, mainly in the Italian scenario, with particular refer‑
ence to Social Impact Investing. Opening new spaces for investment in social policies presents 
challenges in governance, responsibility, public finance, and incentives for the non‑profit sec‑
tor. Philanthropic associations, mainly banking foundations, support a wide range of social 
policy actions carried out by third‑sector organizations through non‑refundable grants. These 
third‑sector organizations often partner with each other or local administrations. In this context, 
the phenomenon of impact finance is essential between philanthropic action and the creation and 
management of financial assets based on goods and/or services dedicated to fulfilling fundamen‑
tal social rights.

Financial literacy in the adult population is also extensively analyzed by OECD (2020); starting 
from the assumption endorsed by G20 leaders, financial literacy is one of the essential ingredients 
for the financial empowerment of individuals and the overall stability of the financial system; a 
comprehensive study with descriptive statistical tools is developed in 26 countries. The study 
provides financial literacy information that go beyond knowledge, covering aspects of financial 
behavior and attitudes. In the Italian context, in Cucinelli et al. (2019), the three indicators defining 
the financial literacy index are taken into account and analyzed using multilevel regression statisti‑
cal methods of OCSE – Financial Attitude Index (FAI), Financial Knowledge Index (FKI), and 
Financial Behavior Index (FBI) whose dynamics depend on the region. A more didactic approach 
is developed in Houghton Budd (2016), where specific strategies for teaching financial education 
are proposed through the analysis of real case studies.

Financial education for children and young persons has received less attention over time. In Ri‑
naldi and Todesco (2012), research is developed concerning possible gender differences in terms 
of economic socialization patterns and, consequently, of financial literacy and attitude to money. 
The study – focused on the adolescent population of 1,635 students in Northern Italy – was carried 
out using statistical methods through ad hoc questionnaires. It emerged that although there is a 
gender difference regarding attitude to money, there is no difference compared to financial literacy. 
Interesting tools for a qualitative approach to financial literacy have recently been developed, such 
as the Europoli app, developed by the EduFin Committee, with the contribution of the European 
Commission.

The purpose is to educate young people about financial education through play, coming into 
contact with the world of finance and financial instruments. The app leads young people into 
a virtual world where they are invited to realize how to earn and manage money. They inter‑
act with parents, bank counselors, and teachers who show them how to manage money‑related 
activities through games and challenges such as first savings, house purchase, child support, 
and retirement. Day‑to‑day account management, investments, financial management of con‑
tingencies, and procurement planning are some topics examined. There is also a first approach 
to insurance, banking, and social security instruments. A synthesis of the state of the art can be 
found in Lusardi (2019).

The approach proposed and developed in this study fits into the framework of tools aimed 
primarily at young people. However, adult users can usefully adopt it. Its originality consists in 
reproducing in a guided and interactive digital lab real contests frequently observed when making 
one’s financial choices, thus respecting the guides of research in the didactics of financial math‑
ematics (Barzanti & Pezzi, 2019a, 2019b).

The use of digital tools, even the most advanced ones, allows not only the graphic modeling 
of quite complex situations but also the achievement of an effective financial choice even in the 
absence of specific notions of financial mathematics. The interactive environment unloads all cal‑
culations to the Excel worksheet, bypassing all technical issues (Barzanti & Benvenuti, 2023) and 
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following the development of a quantitative approach aimed at financial choices in a concrete 
operational stage: a guided lab is implemented to solve personal finance problems and to suggest 
the most appropriate decisions in various contexts, depending on the financial variables involved. 
This ambitious goal may be reached by using digital and automatic calculation tools, which are 
also used to make access to the lab easier.

3.1 An interactive Excel financial lab with the use of graphic modeling

The following examples concretely show how the use of Excel provides solutions to complex 
problems in financial economics, even where specific notions of financial mathematics are not 
present, as demonstrated by the Goal Seek function used in the first example and the use of 
well‑selected financial functions within the broader context of the second example, where a quite 
complex personal finance problem is solved in an evolving scenario. Both examples are focused 
on methodological and financial literacy aspects, while the technical approach is ensured by using 
Excel. In this way, students, appropriately guided in the computer lab, can understand step by step 
the different phases of problem‑solving. The examples were proposed to students and validated in 
specific teaching lessons cooperating with high schools.

3.1.1 Problem 1

It is a typical economic aspect example listed among financial literacy problems: The price of a 
good results from the balance between supply and demand. In other words, price determination 
relates to its supply and demand, as it follows specific market rules. In particular, the demand 
curve, a decreasing function, and the supply curve, an increasing function, describe the quantities 
demanded and offered of a good according to its price. The economic theory ensures that the bal‑
ance price is where supply and demand coincide, that is why it is necessary to find the matching 
point of the two functions (i.e., the zero of their difference). We consider the following problem, 
where the demand and supply functions of a particular good (expressed in millions of units), as a 
function of its price, are respectively:

15 , 6 1  2d p e s p ln pp( ) ( ) ( )= = +( )− −

We determine the break‑even price (in hundreds of euros) of the good and its quantity traded on 
the market.

The functions considered (exponential, in this case negative, and logarithmic), typical in the 
representation of economic processes, show nonlinear or transcendent trends and the resulting 
equation can be efficiently solved using Newton’s method (Barzanti & Benvenuti, 2023).

In this case, however, we proceeded using Excel (Goal Seek tool), which interactively imple‑
ments Newton’s method as mentioned above.

We must solve the following equation:

15 6 1 02e ln pp ( )− + =( )− −

to find the value of the variable p at the intersection of the two curves, as shown in Figure 7.13.
We set the problem in an Excel worksheet and use the Goal Seek simulation tool, which can 

be found in the Data menu, What if Analysis > Goal Seek icon. We must now set up the tool: the 
first cell must contain the references of the target function ($C$5), 0 must be entered in the second 
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cell as we want the target function to be equal to 0, and in the third cell its reference ($C$6) must 
be entered, in order to obtain the price value that will lead the supply and demand functions into 
balance, as shown in Figure 7.14.

Once OK is clicked, overwriting in cells C5 and C6 the results obtained from the processing, 
Goal Seek will return a balance price value (€ 28.86), corresponding to a quantity of traded goods 
of 1.5212 million units as shown in Figure 7.15. We can observe that in cell C5, just as in the Cur‑
rent Value of Goal Seek, an approximate result of zero is obtained due to the numerical nature of 
the method.

In this way, Excel can bypass the direct, specific, and analytical knowledge of Newton’s method 
and allows for solving a macroeconomic problem related to Financial Literacy using software that 
requires this numerical method. Therefore, a young student without specific quantitative knowl‑
edge of this subject can easily understand the problem and its solving strategy.

3.1.2 Problem 2

It offers the possibility of dealing with a personal finance problem. It is quite a complex problem 
evolving, and once again, it can be successfully solved using Excel without an in‑depth knowledge 
of specific financial mathematics notions. Consider the following problem:

As rent for her garage, Samantha will receive regular advance annual installments of €2,000 
each for five years. These sums will be invested in a deposit account that initially yields a yearly 
compound interest rate of i = 3.70%.

a If after two years, when the third installment is paid, the compound annual interest rate rises to 
4%, what will be the amount available at the end of the fifth year?

0 2 4

2

4

Supply

Offer

price € (hundreds of €)

quantity
(million)

0,2886

Balance

Figure 7.13 Supply and demand quantities as a function of price. The equilibrium point is shown.
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b After 2.5 years, the bank proposes Samantha to disinvest up to €5,000 from her deposit account 
and invest it in a new product providing a higher yield (4.50%). Since Samantha decides to ac‑
cept the transaction for the maximum amount allowed (€5,000), what overall amount will she 
get at the end of the five years, considering that the remaining sum is left in her deposit account?

Figure 7.14 Implementation of Problem 1 in Excel with the Goal Seek tool.

Figure 7.15 Solving Problem 1 using the Goal Seek tool.
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c Calculate the global investment rate, considering both the rate change after two years and the 
disinvestment and further reinvestment of €5,000 after 2.5 years.

d If the disinvestment and reinvestment of €5,000 generated trading commissions, what would be 
the highest amount Samantha could afford to consider the investment operations still profitable 
compared to her deposit account yield?

3.1.2 Solution

a The problem model is described in Figure 7.16, where the first two installments at the rate i = 
3.70% and the subsequent ones at the rate i = 4.00% are highlighted.

  With the proper use of the Excel worksheet, the student can try to solve the financial problem 
by setting up calculations using the financial formulas (FV and SUM) available in the software, 
as shown in Figure 7.17.

  Note that FVi;k refers to the future value of the ith annuity at time k; e.g., FV1,2 represents the 
future value of annuity 1 at time two years. A proper use of Excel allows calculating the future 
value FVT;5 after five years (€ 11.254,19), as shown in cell B10.

b At this point, a new investment proposal may occur. The model of the problem, which now 
considers the new scenario arising from the bank’s proposal, is described in Figure 7.18.

  Although the new model is more complex compared to (a), it may be easily managed by 
methodically following the graphical scheme step by step until the final solution is determined 
through the calculations of the intermediate future values and then of the final future value, by 
properly applying the yield rates for each financial operation obtained from the disaggregation 
of the whole problem (Figure 7.19).

  The nontrivial articulation of the problem is because the new investment opportunity is pro‑
posed at a time outside the original schedule, generating on the computational side the resolu‑
tion of three sub‑problems (solved in cells B23, B24, and B25, respectively) and leading to the 
final result of FVT;5 = €11.311,71 (cell B26), also using ad hoc methods, due to the specificity 
of the problem and the Excel functions (FV and SUM) that are correctly activated.

c The model for calculating the overall investment rate is shown in Figure 7.20.
  Note how neither the rate change at the two‑year period nor the disinvestment and reinvest‑

ment of €5,000 at the 2.5‑year period are shown in the model since these events do not directly 
affect the calculation of the overall rate (in particular, with the disinvestment and reinvestment 
on €5,000 calculation the entire amount available at that time is still kept invested): the only 
indirect influence visible in the model is the final future value, which includes the effects of 
both operations.

0                       1                       2                      3                       4                  5      years

VF1;5
+

VF2;5

i = 3,70%

2.000 €       2.000 €

2.000 €       2.000 €       2.000 €

i = 4,00%

+
VF1;2

VFT;5

Figure 7.16 Model of Problem 2, point (a). The graphical model facilitates the resolution.
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  Figure 7.21 shows the problem setup and the Excel function RATE needed to determine the 
solution, exhibited in cell B32.

  The problem resolution proposed in Figure 7.21 is only one of the hypotheses that the Excel 
sheet offers; the same result could be achieved using the Goal Seek tool, as in Problem 1, by 
constructing the Discounted Cash Flow (DCF) function and seeking the value that resets the 
function to zero. The math solution, obtained through Newton’s method, is implemented in this 
case by the interactive Goal Seek tool, which again allows seeking the solution in a rapid way.

d At this point, the economic operator has to decide because the new investment opportunity 
(which is supposed to be more profitable) has generated additional costs.

  To calculate the maximum value of the expenses that Samantha could accept to decide to 
disinvest and reinvest €5,000, it is necessary to compute the threshold value that makes the 
two investment options equivalent. In other words, we need to calculate the amount of the 
expenses that, once subtracted from the €5,000 investment, still generate the same future value 
as if €5,000 were left in Samantha’s deposit account, as shown in Figure 7.22 The variable Emax 
refers to the maximum expense Samantha can afford.

Figure 7.23 shows the Excel solution, where Emax = 59.59 €.

Figure 7.17 Solving Problem 2, point (a) using Excel. Use of Excel functions FV and SUM is highlighted.

VF3;2,5 - 5.000 = VF4;2,5

+

0                       1                   2                 2,5                     3                 4                5   years

i = 3,70%

2.000 €       2.000 €

2.000 €

i = 4,00%

2.000 €   2.000 €

5.000 €

i = 4,50%

+

+

VF1;2
VF6;5
+

VF4;5

+

VF5;5

VFT;5

VF1;2,5
+

VF2;2,5
VF3;2,5

Figure 7.18  Evolution of the model in relation to a new investment opportunity. The graphical model is very 
effective to capture financial changes.
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In conclusion, the new investment opportunity for Samantha is convenient if expenses are be‑
low the threshold value of €59.59.

Figure 7.24 shows the whole Excel problem‑solving sheet in its steps.

3.2 Case study: developing a high‑end web application for the Excel Lab

To further enhance the importance of Financial Literacy in the cultural portfolio of young stu‑
dents, mainly when they are not familiar with Excel or only have basic knowledge, an alternative, 

Figure 7.19 Solving Problem 2, point (b) using Excel. Use of Excel functions FV and SUM is highlighted.

0                       1                       2                      3                       4                  5      anni

M = 11.311,72 €
2.000 €       2.000 €       2.000 €        2.000 €        2.000 €

i = ?

Figure 7.20  Model for overall interest rate computation. The graphical model highlights the meaning of the 
Internal Rate of Return (IRR).

Figure 7.21 Solving Problem 2, point (c) using Excel. The use of the Excel function RATE is highlighted.
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innovative, and high‑level easy‑to‑use solution was developed in collaboration with Nuova Civiltà 
delle Macchine (NCdM), a philanthropic association with cultural and social promotion aims.

The association aims to promote, enhance, and disseminate scientific and humanistic culture, 
spread awareness, and promote the development of relations between the experts in these studies, 
facilitating their cooperation at local, regional, national, and international levels. Its priorities are 
training teachers and students and ongoing training of adults. To this end, the association carries out 
educational research and experimentation projects with the cooperation of the education system to 
achieve a coherent integration with training, upskilling, and cultural promotion activities. There‑
fore, the successful collaboration and efforts to spread the culture of financial literacy, primarily 
among young students, allowed matching each other’s knowledge to reach a wider audience of 
young people.

The proposed solution allows the user to easily learn through direct training on the job and 
through effective self‑learning. Questions propose closed answers; in case of a wrong selection, 
a comment will be shown to help the user understand why and orient him to the correct answer.

Starting from the solution given by Excel in Problem 2 (Figure 7.24), we used the XML 
meta‑language, a marker or tag language able to create real instructions for the representation of 
data by a digital support, in order to edit a shared syntax readable by both man and machine. The 
MFCompile.exe program (created by Claudio Ricci, NCdM) generates, after inputs (Excel and 
XML), an HTML file executable from the Web, which is, in fact, a high‑level problem‑solving 
solution allowing a wide range of students to enter the world of Financial Literacy easily.

This executable program also solves any kind of problem by easily building the corresponding 
web/IT solution. When requested by a PC’s browser (Chrome, Edge, Firefox, Safari), the problem 
page is displayed in about three seconds. In addition to the text, it contains the input elements for 
interacting and the control logic associated with the elements, so it can check the exact answer to 
a question and/or make suggestions. Input elements can be taken from the associated Excel sheet. 

2,5                              3                                          4                                        5     years

5.000 € - Emax

i = 4,50%

5.000 €

i = 4,00%

VF

VF

=

Figure 7.22 Modeling of the decision problem. The graphical model is very effective in showing the choice 
variable.

Figure 7.23 Solving Problem 2, point (d) using Excel.
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Figure 7.24 The overall solution of Problem 2. An overview of the whole Problem’s resolution is given.
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Each problem, always enclosed in a single web page, is subdivided into sections containing one 
or more rows with text, images, buttons, or interaction objects such as a text box, radio button, 
checkbox, and combo‑box (drop‑down list).

The proposed version is a software demo developed in Italian (see Figure 7.25) and shows the 
interaction model between the inputs and the compilation program to generate web dialogue pages 
that the final user can easily operate.

Implementing a first pilot in an Italian high school made it possible to validate the proposed 
approach and the trial software as an effective tool to facilitate students’ learning of Financial 
Literacy skills and knowledge.

The short‑term goal is to develop a fully operative version of the software enriched with several 
applications offering a reasonably comprehensive overview of Financial Literacy. The next step 
will see the internationalization of the application and the possibility of disseminating its use to a 
broader audience of students.

In this way, youngsters can find answers to the most common Financial Literacy problems 
simply and effectively, either through traditional school learning or by using the most modern 
self‑learning tools.

4 Conclusion

The impact of Artificial Intelligence and Information Technology in Philanthropic Organizations has 
been investigated, with particular reference to two specific contexts, with the illustration of case studies.

The most advanced DSSs for fundraising management for non‑profit organizations have been 
overviewed, with some mention of ongoing developments. Furthermore, a specific DSS for me‑
dium‑sized organizations has been illustrated, by the rigorous mathematical modeling approach 
and the explanation for non‑technical readers through visualization diagrams and numerical results.

Philanthropic Cultural Organizations have been considered through their activity of Financial 
Literacy, in particular to youngsters. A very recent Information Technology approach has been 
investigated, with the presentation of a visualization diagram modeling method and the develop‑
ment of an interactive Excel Lab. In this context, an ongoing collaboration with the organization 
Nuova Civiltà delle Macchine (NCdM) produced a high‑end web application for the Excel Lab, 
which has been analyzed.

These applications showed either the flexibility of the tools and their adaptability or the great 
utility of Artificial Intelligence and Information Technology in the philanthropic field.

MF 
Compiler

EXCEL

XML

WEBSITE

Server Side Client Side

Matematica
Finanziaria

Figure 7.25  Interaction model between the involved software programs. Structure of the Demo Web Inter‑
active Financial Lab.
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Notes
 1 Fuzzy Logic Systems produce acceptable but definite output in response to incomplete, ambiguous, dis‑

torted, or inaccurate (fuzzy) input. See, e.g., Czabanski et al. (2017) for further reading.
 2 The DB has been fine‑tuned in collaboration with ASSIF (the Italian fundraiser association) and Philan‑

thropy Centro Studi, a research center of non‑profit, fundraising, and social responsibility operative in the 
University of Bologna.
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1 Introduction

In the rapidly evolving landscape of technology and innovation, one of the most striking phenom‑
ena of the recent era has been the rise of generative AI like ChatGPT. Developed by OpenAI, this 
advanced generative AI has transcended beyond mere technological novelty to become a global 
sensation, transforming industries, education, communication, and daily life. Its ability to (seem‑
ingly) “understand,” respond, and interact in human‑like manners has not only showcased the po‑
tential of generative AI but has also opened new avenues for its application across various sectors 
(Deng & Lin, 2023). As ChatGPT and similar technologies evolve, they underscore a significant 
shift toward an increasingly digital and interconnected world, where the boundaries of what is 
possible are being redefined almost every other month.

Parallel to the technological advancements spearheaded by AI, the field of philanthropy has 
undergone its own evolution over the last few decades. Traditionally rooted in direct financial 
aid and support, the philanthropic landscape has gradually expanded to embrace innovative ap‑
proaches to social impact. High‑profile examples, such as the Bill & Melinda Gates Foundation’s 
work on global health and education or the Giving Pledge initiative encouraging billionaires to 
commit most of their wealth to philanthropy, illustrate the sector’s growth and diversification. 
Despite these advancements, adopting cutting‑edge technologies, especially AI, remains relatively 
underexplored within philanthropy (Hadley, 2023). While some organizations have begun to lev‑
erage technology for operational efficiency and data analysis, the transformative potential of AI in 
enhancing philanthropic strategies and outcomes is yet to be fully realized. This gap in adoption 
presents a unique opportunity, particularly when examining the gaming industry. In this sector, 
AI and “virtual worlds” (European Commission, 2023) have been integral to its development and 
popularity. Gaming has long been at the forefront of technological innovation, utilizing AI not 
only to create more immersive and engaging experiences but also to foster community and connec‑
tivity among players globally. Furthermore, the gaming industry has demonstrated an exceptional 
capacity to drive social engagement and philanthropic efforts (Lindsay, 2024). Events like charity 
streams and gaming marathons have successfully raised millions for various causes, proving the 
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power of gaming communities in mobilizing resources and awareness. For philanthropy to harness 
the full potential of modern technology, those within the sector need to look closely at the gaming 
industry. Integrating AI in gaming and virtual worlds offers a preview of the possibilities for in‑
novative engagement and fundraising strategies. The gaming sector’s ability to create compelling 
narratives and immersive experiences can be adapted to philanthropic endeavors, making causes 
more relatable and engaging to a wider audience. Moreover, using virtual spaces for community 
building and interaction among gamers provides a model for creating global networks of support 
and collaboration in philanthropy. By drawing inspiration from the gaming industry, philanthropic 
organizations can explore new ways to leverage AI and virtual worlds to advance their missions. 
The potential applications are vast, whether through creating educational content in virtual worlds 
(Montola et al., 2011), utilizing AI to match donors with causes, or fostering global communities 
around philanthropic goals. The nexus of gaming technology and philanthropy paves the way to 
boost the impact and scope of charitable endeavors and connect with the digital‑savvy generations 
in meaningful ways. At the crossroads of technological advancement and societal benefit lies a 
largely untapped potential within the intersection of AI, gaming, and philanthropy.

Moving forward, we will take a closer look at how the future of philanthropy can unlock 
its full potential by integrating insights from gaming and therefore its influence on society and 
technology. We will begin by tracing the history of video games and their role in shaping so‑
cietal norms and driving technological innovation. Given AI’s significant roots in gaming, we 
will examine how video games have contributed to the development of (generative) AI and 
how AI is set to revolutionize game design and interaction within virtual gaming worlds. This 
includes investigating the concept of joint perception and its implications for virtual environ‑
ments. Through this lens, we will highlight examples of how AI and gaming are already trans‑
forming philanthropy and discuss how these sectors can be leveraged further. A key focus will 
be on the concept of Extended Gaming Literacy, introduced by Shamsrizi and Pakura in 2021, 
which represents a new paradigm in media literacy emphasizing the influence of gaming on so‑
ciety, technology, and philanthropy.

2 The impact of video games on AI

Parallel to the internet and digital transformation, computers and video games have emerged as 
key drivers of technological connectivity and as platforms for psychological and sociological in‑
novation. Games are pivotal in digitalization, pushing forward technologies such as high‑speed 
internet, virtual and extended reality, and artificial intelligence. Beyond technological advances, 
digital gaming also triggers social innovations, reshaping how online communities form across 
diverse global networks (Radocchia, 2018). These gaming communities have pioneered sophis‑
ticated online ecosystems and cultural exchanges that were initially overlooked. Video games 
offer a digital gateway for many, especially those less familiar with digital technologies. They 
significantly contribute to digitalization across various sectors, including healthcare, through seri‑
ous games, which aid in therapy and relieve healthcare workers, and education (Anguera et al., 
2013), where they enhance learning enjoyment and success. The United States responded to this 
trend in 2012 by forming an “Academic Consortium on Games for Impact” with scholars from 
top universities to explore gaming’s potential and societal benefits in education, health, and civic 
engagement. This initiative reflects a broader understanding that gaming and eSports can break 
down traditional boundaries, fostering global development that requires adaptive governance and 
administration. Modern video games, in particular online video games, can form communities and 
connect people from different cities, countries, and continents. These communities have always 
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been considered “ahead of their time” in the socio‑anthropological sense, as Samantha Radocchia 
noted in her research on Second Life:

[Gamers] created and maintained sophisticated online communities and ecosystems that 
generally were ignored by the non‑gaming public. […] Gamers are constantly at the fore‑
front of technology and communication, and they’ll have more to offer as everyone contin‑
ues spending more time online.

 (Radocchia, 2018)

To understand how gaming impacted and still impacts AI development, we need to take a look 
at two common misconceptions of the last years: (1) That “AI came overnight” and (2) “The 
metaverse is New / the future.” We can dismiss both.

First, while “the breakthrough of OpenAI seemed to come overnight” for many observers 
(Heaven, 2023), it was no surprise for gamers: more than half a decade earlier, from 2016 to 
2019, OpenAI developed a bot named “OpenAI Five” that learned to play the popular eSport title 
“Dota 2.” In 2017, during the biggest Dota 2 tournament, “The International,” the bot won all its 
matches against leading players – an event that attracted worldwide attention in the gaming com‑
munities. Considering that OpenAI itself described its Dota 2 bot as “a research platform for gen‑
eral‑purpose AI systems,” the chronology quickly becomes clear: anyone who knew that gaming 
is a leading arena of development and advancement of emerging technologies could have learned 
about OpenAI as early as 2017 – and thus gained crucial years to prepare for ChatGPT. The scope 
and relevance of this gaming phenomenon as a leading arena of development and advancement 
of emerging technologies like narrow AI can be deduced from a warning by the British Ministry 
of Defense in a 2018 report. It stated that the wide availability of AI technologies through modern 
video games could also be suitable for enabling various actors to build offensive cyber capacities, 
for which they previously lacked the resources or access (Wheeler, 2018).

Second, it does not come as a surprise that

While companies like Meta have tried to create a buzz around the possibilities of the 
so‑called metaverse and to position it as a groundbreaking development, its core ideas and 
concepts have been around for decades in the virtual chatroom and video game spaces.

 (Statista, 2022)

So how did early video games and virtual worlds help shape modern AI? The first Non‑Player 
Characters (NPCs) – a concept initially belonging to the world of “pen&paper” – roleplays likes 
Dungeons & Dragons – were introduced in early video games such as Space Invaders and were 
rudimentary in nature. These NPCs have undergone a remarkable evolution over the last four 
decades. As gaming technology advanced through the 1980s and 1990s, consoles and computers 
gaining increased processing power, NPCs began taking on more nuanced roles within games. 
They transitioned from mere obstacles or basic allies to complex characters that were essential to 
the storyline and gameplay experience. For example, the iconic game Ms. Pac‑Man introduced 
four ghosts with distinct behaviors – two followed predictable patterns, while the others moved 
unpredictably, enhancing the game’s complexity and player engagement. This trend continued 
with the role‑playing game (RPG) genre, where NPCs started to offer quests, disseminate infor‑
mation, or even betray the player, adding depth to the narrative and gameplay. Games like “The 
Elder Scrolls” or “Fallout” series demonstrated the potential of AI to create rich, interactive 
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worlds where players’ choices could influence NPC behaviors and, by extension, the game’s 
outcome. Furthermore, the strategy game genre, with titles like StarCraft and Civilization, uti‑
lized AI to manage complex decision‑making processes for non‑player characters and factions, 
showcasing AI’s capability in resource management, tactical planning, and adaptive responses to 
player strategies – thus, headlines like “UK military fears robots learning war from video games” 
(BBC in 2018) did not come as a surprise. The advancement of AI in gaming also extended to 
the development of learning‑based AI, exemplified by DeepMind’s AlphaGo and OpenAI’s Dota 
2‑playing bots. These AI systems learned from vast amounts of gameplay data, optimizing strat‑
egies and demonstrating the potential of machine learning in mastering complex games. This 
not only showcased AI’s ability to compete in and understand human‑like strategic thinking but 
also provided insights into learning algorithms that could be applied beyond the gaming world. 
Modern NPCs and virtual agents in today’s gaming metaverses exemplify the culmination of 
this evolution. They can engage in sophisticated interactions with players driven by complex AI 
algorithms that allow for personalization, natural language processing, and even emotional re‑
sponses. These developments highlight the potential for AI to facilitate immersive and meaning‑
ful human‑computer interactions, particularly as we venture further into the era of virtual world 
and metaverses.

3 Why AI will transform gaming and (proto‑)metaverses

While it is certainly interesting to see how gaming and gaming communities have shaped technol‑
ogies like AI, Virtual Worlds, and Mixed Reality, it can be helpful to take another perspective: how 
(generative) AI, in return, will have a tremendous impact on gaming and virtual worlds, especially 
in mixed reality, where it will shape interactions and conversations of humans with NPCs. There 
is a long history of developing conversational systems, going back to Weizenbaum’s Eliza (1966),  
a simple chatting system simulating a psychotherapist. Since then, there has been a constant de‑
velopment of systems that can hold a conversation in text in specific areas, such as education 
(Wollny et al., 2021) or healthcare (Parmar et al., 2022). However, to meet the “human aspects” of 
communication (Chevalier et al., 2020) and if systems are to be embodied (which is just a question 
of time), a multi‑modal synthesis approach is to create a rapprochement between engineers and 
affective scientists to improve theory (including, e.g., social psychological knowledge) and solid 
applications (Kappas & Gratch, 2023).

Let us now consider AI: how can it come to play in optimizing communication and developing 
interactive environments like gaming‑based (proto‑)metaverses?1 Until now, there has been a lack 
of an interdisciplinary and cross‑sectoral definition of the metaverse that goes beyond the descrip‑
tion of applied and connected technologies. Therefore, for this chapter, we build up on the follow‑
ing working definition, which complements a technological description with current assumptions 
from philosophy: “A Metaverse is an interactive environment in the reality‑virtuality continuum 
that (also) enables real joint perception” (Shamsrizi, 2023, p. 9). The concept of a “reality‑virtu‑
ality continuum,” presented in 1994 by Paul Milgram and others, describes the (flowing) transition 
from reality to virtuality. The concepts of “co‑” and “joint” perception (see Figure 8.1) shed light 
on our interactions with artificial agents or avatars (as well as on human interaction, where they are 
derived from). Figure 8.1 displays individual perception (A), co‑perception (B), and joint percep‑
tion (C) of  museum visitors looking at a painting.

The notion of joint perception, belonging to Deroy and Longin (2024), is explained using a 
museum visit example (see Figure 8.1):
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When two museum visitors (A and B) perceive a painting simultaneously without noticing 
each other, the scene can be explained fully in terms of individual episodes of perception. If 
visitor A notices that B is perceiving the painting as well, A becomes aware that the painting 
is co‑perceived, i.e., a perceptual common. If visitor B now notices that A is aware of B’s 
perceptual state, A and B share a mutual awareness and now jointly perceive the painting. 
The painting has become a common ground for future coordination.

Thus, joint perception necessitates that each perceiver attributes complex mental states to the 
other (Longin and Deroy, 2022). Genuine joint perception cannot occur when the other agent 
lacks mental states and social awareness. Avatars,2 much like mere pairs of eyes, cannot engage 
in mutual knowledge. It is no less stringent in the case of co‑perception where minimal social 
cues, such as an on the screen avatar orienting their body toward different targets (as discussed 
in Seow & Fleming, 2019), are enough to trigger an automatic representation that an object is 
jointly perceived. Even if such situations still do not constitute authentic cases of co‑perception 
(“in real life”), because no genuine perceiver is involved, they could still activate its mechanisms 
and initiate a differentiation between shared and private. In these cases, co‑perception is unlikely 
to effectively elicit feelings of affiliation or enhanced experiences, as generally observed under 
joint perception conditions involving real human individuals. So, can co‑perception occur with 
artificial agents equipped with perceptual‑like capabilities that allow them to sense and represent 
their environment? In virtual environments, individuals, through their avatars, can be aware of 
what others are perceptually engaged with. However, this operates under the assumption that 
the avatar is linked to a “perceiving” agent (e.g., in terms of an interaction with a human being).

The lines between real and virtual to facilitate shared sensory experiences are increasingly 
intertwined. In philosophy and cognitive neuroscience, “joint perception” explores how our per‑
ception can be influenced and potentially enhanced when we experience something collectively. 
The traditional view of perception is challenged as an individual phenomenon. It opens up new 
avenues for understanding how we interact with the world and each other – including in the real‑
ity‑virtual continuum we could describe as games and/or gaming‑based metaverse(s). Such metav‑
erses can be developed as immersive and interactive environments to foster deeper connections 
between individuals and philanthropic causes. By facilitating joint perception, these game‑based 

Figure 8.1 Individual (A), co‑ (B), and joint (C) perception (adapted from Deroy & Longin, in press).
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metaverses can enhance empathy and understanding, thereby encouraging more generous dona‑
tions and greater engagement with charitable organizations. Such immersive environments can 
significantly influence people’s behavior through several mechanisms:

• Enhanced empathy: Immersive environments can foster empathy by allowing users to expe‑
rience situations from perspectives that they may not encounter in their daily lives. This can 
make the plight of others more tangible and motivate users to contribute to charitable causes;

• Social influence: Virtual worlds often have built‑in social structures that can influence user 
behavior. For example, users may be more likely to donate to a charity if they see others doing 
so, or if they receive social recognition for their contributions;

• Engagement: Immersive environments can be highly engaging, holding users’ attention for 
extended periods. This can provide charities with a captive audience for their messages, in‑
creasing the likelihood of donations;

• Accessibility: Virtual worlds are accessible to people from all over the world, regardless of physical 
location. This can enable charities to reach a global audience, increasing their potential donor base.

4 Toward “gaming‑based philanthropy”

As Ugazio (2023) and his research team3 have noted, discussions on AI have seldom included phi‑
lanthropy and vice versa, despite its potential for significant impact. Generally, the potential of AI 
seems largely underused in the non‑profit sector; for instance, less than 15% of Swiss non‑profits 
employ AI tools (Della Giovampaola et al., 2023). Nevertheless, its adoption should improve this 
sector’s ability to enhance its impact and optimize its processes. In the lead‑up to a summariz‑
ing discussion, we introduce three illustrative cases of philanthropic engagement(s) through AI‑ 
enhanced, gaming‑based (proto‑)metaverses.

4.1 Metaverse and metapsychology. The Sigmund Freud Museum

In April 2022, a unique initiative was undertaken by the Vienna Tourist Board and the Sigmund 
Freud Museum. They introduced a project named “Get me out, Freud!” in Decentraland, a 
proto‑metaverse based on blockchain technology. This project allowed users from all over the globe 
to interact with an NPC‑avatar of Freud, discussing topics such as the nature of existence within a 
virtual environment. Participants in these discussions were not only given the opportunity to win a 
trip to Vienna but were also advised to take breaks from the metaverse. The reasoning behind this 
engagement in Decentraland was clarified by the museum’s scientific director, Daniela Finzi:

Today, technology and science enable us to realize dreams and desires that were long con‑
sidered unfulfillable. Sigmund Freud not only recognised that humans are driven by their 
desires and fantasies, but he also developed ways of dealing with the experience of imper‑
fection, deficiency and loss. Therefore, Freud can help us deepen our understanding of what 
is at stake when we lose ourselves in virtual worlds.

 (Finzi, 2022)

The city of Vienna considered this initiative to be a successful trial run in proto‑metaverses:

Ignoring [the Metaverse topic] is not an option, even if the cost‑benefit calculation can‑
not yet be estimated. At the moment, it is still a matter of attracting attention, which was 
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achieved with the 18‑ day presence of Sigmund Freud in Decentraland. The editorial cover‑
age of the first foray into the virtual world reached ten million people in the real world.

 (Finzi, 2022)

4.2 The Indigenous metaverse: Biskaabiiyaang

Biskaabiiyaang is a gaming‑based proto‑metaverse whose distinctiveness lies not so much in its 
technological aspects but rather in its unique narrative elements and the group of initiators be‑
hind it: Professor Maya Chacaby from York University in Canada and the non‑profit entity Noki‑
iwin Tribal Council, a collaboration of five First Nations from Northern Ontario. York University, 
which is financially backing the project through its Academic Innovation Fund, characterizes 
Biskaabiiyaang as

an Indigenous‑led and designed real‑time, fully immersive language and culture programme 
delivered in a virtual world learning environment. Through Biskaabiiyaang, learners interact 
with Indigenous land‑based knowledge, technologies, philosophies, cultural teachings, and 
Anishinaabemowin (Ojibwe Language).

– whereby this interaction happens with AI‑based NPCs. Biskaabiiyaang aims not only to enhance 
individual learning and experience but also to influence the design of the digital world in gen‑
eral, including video games and gaming‑based metaverses: “Learning and listening to Indigenous 
voices working for change, our worlds, both virtual and real, will be better.” We believe that 
Biskaabiiyaang serves as a prime illustration of successful knowledge exchange between aca‑
demic research and the tech/gaming sector in the field of AI and philanthropy, achieved through 
collaboration and involvement with civil society stakeholders, particularly First Nations. It is also 
among the first gaming/(proto‑)metaverse initiatives, demonstrating that technological supremacy 
is not a prerequisite for successful Indigenous‑led philanthropy.

4.3 The Gamers Outreach Foundation

The Gamers Outreach Foundation is a notable philanthropic endeavor born directly from the gam‑
ing community. This foundation, dedicated to empowering hospitalized children through video 
games, orchestrates about 2.5 million gaming sessions each year in over 230 hospitals globally. 
This initiative enables these children to stay connected with their friends and family, even in the 
face of challenging hospital stays. It exemplifies the powerful role gaming and AI‑driven (proto‑)
metaverses can play in philanthropic activities. The foundation’s work addresses a crucial need 
when many children feel isolated and detached from their normal lives during hospital stays, miss‑
ing out on everyday experiences that mark childhood. The Gamers Outreach Foundation leverages 
video games as a lifeline for these children, offering them an escape into digital worlds where they 
can explore, interact, create, and, most importantly, enjoy a sense of normalcy and fun amidst their 
treatment. This approach not only alleviates the stress and loneliness of hospitalization but also un‑
derscores the unique potential of gaming to enrich the lives of children facing medical challenges.

5 Suggestions for the future of AI and gaming in philanthropy

Now that we have explored how gaming and AI influence philanthropy, demonstrating their poten‑
tial to drive social change and engage communities, it becomes clear that innovative pathways are 
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yet to be explored. To harness these technologies’ full potential, we suggest and provide sugges‑
tions on how philanthropic organizations can further integrate gaming and AI into their operations 
or mission‑driven activities. Additionally, to emphasize the burgeoning role of AI in philanthropy, 
we propose more ideas focusing specifically on using artificial intelligence to enhance philan‑
thropic efforts.

5.1 Implementing a tracking system for games and proto‑metaverses

The rapidly evolving gaming landscape and the emergence of proto‑metaverses represent 
uncharted territories ripe with opportunities for philanthropic engagement. Implementing a 
tracking system to monitor these digital realms is about staying attuned to the pulse of these 
vibrant communities. By either creating a landscape of digital realms or partnering with en‑
tities within the gaming community, philanthropic organizations can gain valuable insights 
into trends, needs, and opportunities for impactful interventions. This kind of tracking could 
involve monitoring certain games’ popularity and metaverse platforms, understanding the 
dynamics of player interactions, and identifying emergent social causes within these virtual 
spaces. For example, tracking how environmental issues are represented in game narratives 
could open avenues for environmental charities to engage with and educate gaming communi‑
ties. This proactive approach allows organizations to react swiftly to critical developments, 
whether they be opportunities for collaboration on charitable projects or addressing problem‑
atic behaviors within gaming communities. Moreover, monitoring efforts can identify gaps in 
the market where philanthropic endeavors could make a significant impact, such as supporting 
mental health initiatives through games designed to raise awareness and aid those suffering 
from mental health issues. By keeping a finger on the digital pulse, philanthropic organizations 
can strategically position themselves as allies of the gaming community, working together 
toward shared social goals.

5.2 Designating internal gaming specialists

Integrating gaming and AI into philanthropic strategies necessitates a nuanced understanding of 
the opportunities and challenges presented by these technologies. Philanthropic organizations 
stand to benefit immensely from designating internal gaming specialists – staff members who 
are not only passionate gamers but are also deeply embedded in the culture and mission of the 
organization. These individuals bring a unique perspective by combining their gaming experience 
with an intrinsic understanding of the philanthropic landscape. Unlike external consultants, whose 
insights might be colored by commercial interests, internal specialists can navigate the complexi‑
ties of gaming culture with the organization’s best interests at heart. They can identify synergies 
between gaming trends and the organization’s goals, advise on potential partnerships with game 
developers or streaming personalities, and develop meaningful strategies for engaging with gam‑
ing communities. Internal gaming specialists can also bridge the gaming world and philanthropic 
initiatives, ensuring that efforts to leverage gaming for social good are authentic, respectful, and 
effective. Their expertise can guide the development of game‑based fundraising campaigns, edu‑
cational programs within proto‑metaverses, or advocacy efforts that resonate with gamers’ values 
and interests. Empowering these individuals within philanthropic organizations not only enriches 
the organization’s strategic capabilities but also signals a commitment to genuinely engaging with 
the gaming community.
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5.3 Games as a form of art

Recognizing video games as an art form marks a significant shift in how philanthropic organiza‑
tions can engage with the medium. This perspective acknowledges the creative and cultural con‑
tributions of game designers, streamers, and players, positioning them alongside traditional artists 
and cultural workers. Just as philanthropy has supported the arts for millennia, today’s organiza‑
tions should extend their patronage to the gaming world, recognizing games’ profound impact 
on society, culture, and individual expression. By viewing games as a medium for storytelling, 
expression, and social commentary, philanthropic entities can explore new avenues for collabora‑
tion. This might include funding independent game developers whose work addresses social is‑
sues, partnering with streamers for charitable live streams, or sponsoring game‑based educational 
initiatives. Recognizing the cultural value of games also opens up possibilities for preserving 
game history and promoting digital literacy, aligning with broader cultural and educational goals. 
Furthermore, this approach encourages philanthropic organizations to engage with gaming com‑
munities as audiences or donors and as active participants in cultural creation. By supporting game 
development projects that reflect diverse voices and stories, philanthropy can help ensure that the 
gaming landscape remains a rich and vibrant space for artistic exploration and social impact.

5.4 Games as therapeutic tool

Winnicott (1971) argues in one of the most famous phrases in psychoanalysis that “playing is itself 
a therapy.” If we want to take his philanthropic statement seriously in contemporary (psycho‑)ther‑
apy, more attention should be paid to the concrete potential of (video) games. Games have proven 
to have a positive impact on an individual’s mental capacity by providing opportunities for creative 
expression (Csikszentmihalyi, 1997, 2008) and cognitive growth (Anguera et al., 2013; Kühn et al., 
2014; van Dijk & De Dreu, 2021), while promoting a constant improvement of players’ abilities 
rather than cultivating a mindset centered primarily on the passive consumption of the medium: 
games are not simulations. However, they are entirely focused on the player’s experience (Naraya‑
nasamy et al., 2006). Therefore, games can be considered an artificial environment that prioritizes 
the player’s experience rather than perfectly replicating the real world. Selecting or developing 
a game that aligns with the individual player’s existing skills and interests is of utmost priority, 
allowing for further development or exploring new mental spaces (Ganter‑Argast et al., 2024). 
Furthermore, games foster an increased propensity for individuals to take risks and participate in 
experimental endeavors, as they reduce the potential ramifications. The game’s safe environment 
facilitates an enhanced perception of autonomy and an incentive to engage in novel strategic ap‑
proaches. This is exactly what can be used therapeutically to find new perspectives and solutions.

5.5 Leveraging AI for predictive analytics in fundraising

Philanthropic organizations can employ AI‑driven predictive analytics to transform their fundrais‑
ing strategies. By analyzing data on past donations, social media trends, and broader economic 
indicators, AI algorithms can predict when individuals are more likely to donate, how much they 
might give, and what causes they are most passionate about. This approach allows organizations 
to tailor their outreach, making appeals more personal and more timely, significantly increasing 
the chances of successful fundraising. Furthermore, predictive analytics can identify emerging 
philanthropic trends and shifts in donor interests, enabling organizations to adapt their projects and 
campaigns to meet these evolving preferences.
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5.6 Using AI to enhance donor engagement and personalization

AI can also play a pivotal role in deepening donor engagement through personalization. By lev‑
eraging machine learning algorithms to analyze donors’ interaction histories, preferences, and 
feedback, philanthropic organizations can craft highly personalized communication and engage‑
ment strategies. This could range from personalized emails that resonate with each donor’s phil‑
anthropic interests to AI‑curated content feeds on the organization’s app or website, offering 
articles, videos, and project updates that align with their passions. Such tailored experiences foster 
a stronger connection between donors and causes and encourage ongoing support and advocacy 
for the organization’s mission. By integrating these AI‑focused strategies with the previously men‑
tioned gaming‑based approaches, philanthropic organizations can create a multifaceted approach 
to engagement, innovation, and impact. Together, these strategies underscore the transformative 
potential of gaming and AI in redefining philanthropy for the digital age, offering new tools for 
connection, understanding, and action in the pursuit of social good.

6 A pathway to Extended Gaming Literacy

The concept of “Extended Gaming Literacy,” first explored by Shamsrizi and Pakura (2021), takes 
on a new dimension in the context of philanthropy, especially in times of increasing digitalization. 
As philanthropic organizations strive to be inclusive and accessible, understanding communica‑
tion on a deep level, gaming culture as a resource (and culture technique) enabling communication 
(therefore conflict resolution) and technology can help them engage with a broader audience and 
provide varied experiences for education, enjoyment, reflection, conflict resolution, and knowledge 
sharing. Gaming is a leading driver of innovation, pushing the boundaries of artificial intelligence, 
cloud computing, quantum computing, virtual reality, blockchain, and many other technologies. 
Moreover, gaming represents a major platform enabling communication, qualitatively depend‑
ing on the facilitation of co‑ and joint perception processes, independent of place and time. Ex‑
tended Gaming Literacy for policymakers and decision‑makers encompasses a comprehensive 
understanding of the multifaceted roles that gaming and related technologies play in society. This 
literacy goes beyond recognizing gaming as a form of entertainment, seeing it as a potent tool for 
education, social engagement, and technological advancement. Here are exemplary aspects that 
encapsulate “Extended Gaming Literacy” for those in positions of influence and decision‑making:

• Understanding gaming culture and demographics
Recognizing the diverse gaming community, including age, gender, geographic location, 

and cultural backgrounds: This awareness enables policymakers to appreciate the global reach 
and impact of gaming, facilitating more inclusive and targeted policies that leverage gaming 
for social good.

• Recognizing games as educational tools
Acknowledging the potential of games to educate and simulate complex systems, teach 

problem‑solving skills, and convey critical social issues: Decision‑makers can advocate for or 
implement gaming initiatives that align with educational goals, particularly in STEM fields, 
environmental awareness, and historical knowledge.

• Appreciating the role of games in social connection and mental health
Understanding how games foster social connections and support mental health through 

community building, shared experiences, and as a form of stress relief: This insight can guide 
the integration of gaming into mental health initiatives and community development programs.
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• Leveraging technological innovations within gaming
Keeping abreast of how advancements in AI, VR, blockchain, and cloud‑ and quantum com‑

puting within the gaming industry can be applied to philanthropy: This involves recognizing 
games as a testing ground for new technologies and exploring their application in areas such 
as virtual fundraising events, blockchain for transparent donations, and AI‑driven personalized 
engagement with donors.

• Promoting ethical gaming practices
Being aware of the ethical considerations in gaming, such as data privacy, digital addiction, 

and content appropriateness: Policymakers can lead discussions and create guidelines that bal‑
ance the benefits of gaming with protections for players, especially minors.

• Exploring gaming for conflict resolution
Utilizing games as platforms for dialogue and understanding in conflict resolution pro‑

cesses. Simulations and role‑playing games can offer safe environments for stakeholders to ex‑
plore different perspectives, negotiate, and understand complex social and political issues: For 
policymakers and decision‑makers, embracing Extended Gaming Literacy means recognizing 
the integral role gaming can play in addressing contemporary challenges. By understanding and 
leveraging the educational, social, and technological facets of gaming, they can enhance policy 
formulation and decision‑making processes, ensuring that initiatives are relevant, impactful, 
and aligned with the digital age’s opportunities and challenges (Nizeyimana and Salfo, 2021). 
This approach not only bridges the gap between gaming and traditional sectors but also posi‑
tions gaming as a valuable ally in achieving societal goals. By embracing Extended Gaming 
Literacy, philanthropic leaders can leverage these technologies to enhance their organizations’ 
capabilities, from fundraising management and conservation to interpretation and exhibition.

7 Summary

The advent of generative AI technologies like ChatGPT has revolutionized multiple sectors by 
providing more interactive, responsive, and personalized experiences. This chapter argues that 
such advancements are not just transforming industries but also redefining philanthropy by mak‑
ing outreach and engagement more effective and inclusive. With the digital landscape evolv‑
ing rapidly, philanthropy’s integration with AI and gaming emerges as a pivotal strategy for 
social impact. Early video games and virtual worlds have significantly contributed to the de‑
velopment of AI by introducing concepts like NPCs, which evolved from simple programmed 
characters to complex entities capable of dynamic interactions. This progression highlights 
gaming’s role as a driver of AI innovation, setting the stage for more immersive and interac‑
tive virtual experiences. These developments underscore the potential of gaming technologies 
to create engaging environments that facilitate meaningful connections and empathy, aligning 
closely with philanthropic goals. The chapter outlines specific examples of how gaming‑based 
metaverses have been utilized for philanthropic purposes. Initiatives such as the Sigmund Freud 
Museum’s project in Decentraland and the Indigenous Metaverse: Biskaabiiyaang demon‑
strate how virtual worlds can serve as platforms for education, cultural preservation, and com‑
munity building. Similarly, the Gamers Outreach Foundation exemplifies how gaming can 
directly support charitable causes by providing hospitalized children with opportunities for 
play and connection. To further harness the potential of AI and gaming in philanthropy, the 
chapter suggests several strategies. These include implementing tracking systems to monitor 
gaming trends and opportunities, designating internal gaming specialists within philanthropic 
organizations, and recognizing games as art to foster collaboration with game developers and 
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streamers. Additionally, leveraging AI for predictive analytics in fundraising and enhancing 
donor engagement through personalization are identified as key approaches to amplify philan‑
thropic efforts. The concept of Extended Gaming Literacy is introduced as a framework for un‑
derstanding the multifaceted impact of gaming and related technologies on society. This literacy 
extends beyond recognizing gaming as entertainment, emphasizing its potential as a tool for 
education, social engagement, and technological advancement. For policymakers and decision‑ 
makers, embracing Extended Gaming Literacy is crucial for navigating the contemporary chal‑
lenges of digitalization and maximizing the benefits of gaming and AI for philanthropic endeavors.

Notes
 1 Following Ola Kristensson (University of Cambridge) and Sam Gilbert (Bennett Institute for Public Pol‑

icy), we consider “proto‑metaverse(s)” to be “digital worlds already seen in massively multiplayer online 
games like Second Life, Minecraft, Fortnite, and Roblox,” thus “environments [in which] your digital 
image, or avatar, can connect, explore and experience virtual spaces with others who are not physically 
present,” see https://www.cam.ac.uk/stories/metaverse.

 2 Meaning a graphical representation of a user or a user’s character in an online environment.
 3 See Behavioural Philanthropy Lab’s page for additional information: https://www.unige.ch/

BehavioralPhilanthropyLab/en/research/#toc0.
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9
TOWARD A FRAMEWORK 
FOR RESPONSIBLE AI IN 

STORYTELLING FOR NONPROFIT 
FUNDRAISING

Marta Herrero and Shauna Concannon

1 Introduction

Nonprofits rely heavily on fundraising and eliciting public generosity and support. In 2019–2020, 
the public contributed 51% of the charity sector’s total income of £58.7 billion (NCVO, 2022), 
and spent £12.7 billion in individual donations alone (UK Giving, 2023). Equally, UK charities 
invest heavily in fundraising activities, spending £7.7 billion in 2019–2020 (NCVO, 2022). AI 
techniques offer novel and compelling possibilities for nonprofit fundraising (e.g., data science 
applications can provide a deeper understanding of audiences and donors, and generative methods 
can create more personalized and persuasive communications), compared to pre‑AI digital coun‑
terparts (e.g., online giving platforms and social media fundraising to motivate donors).

And yet, the promise of AI to transform how nonprofits fundraise is faced with its set of general 
and sector‑specific challenges. A lack of AI knowledge and understanding across the sector around 
complex issues such as the responsible handling of donor data, legal and regulatory compliance, 
and microtargeting implications can be challenging for non‑AI experts to navigate. Threats to 
cybersecurity, data privacy, and ethical concerns when processing sensitive donor information can 
not only lead to gender, racial bias, and discrimination but also potentially damage the trust built 
between nonprofits, donors, and beneficiaries. Attempts to address such challenges must take into 
consideration further sector‑specific characteristics that threaten AI uptake: (i) digital inequali‑
ties – 82% of the UK charity sector is made up of small and micro nonprofits, with small fundrais‑
ing teams and low budgets (Charity Digital Skills Report, 2021); (ii) digital deficit – only 56% of 
nonprofits are reported to invest in digital fundraising technologies (Blackbaud, 2022); and (iii) 
high employee turnover and retention (Sargeant & Edworthy, 2022), making it difficult to provide 
and build long‑term capacity in AI training.

This chapter proposes a framework model for AI resilience capabilities in nonprofit fundraising 
that explores the types of knowledges and practices organizations must acquire to understand and 
practically orientate themselves to using and/or responding to the widespread use of AI technolo‑
gies. We will focus on AI storytelling as a key form of communication which helps nonprofits 
create emotional bonds based on empathy, and that can thus help ensure their long‑term donor 
loyalty and financial support. The concept of “organizational resilience” remains unexplored in the 
nonprofit management literature but has been widely used to indicate how for‑profit organizations 
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react against external crises by developing ways of working and understanding that reduce un‑
certainty (caused by the crisis) and promote and restore balance. We argue that the so‑called “AI 
revolution,” which has led to the proliferation and availability of AI‑supported technologies and 
applications, can be seen as posing a similar “external crisis” to nonprofit fundraising. As Cantin 
and Michel (2003) note, the arrival of new technologies always leads to organizational uncertainty 
about their uses and adoption, and AI is no exception.

One of the main issues raised by AI is the effects it can have on moral standards. Ethical con‑
cerns around the processing of sensitive donor information, which can lead to gender, racial bias, 
and discrimination, have been consistently raised as posing threats specific to fundraising practices 
such as communications with donors and the generation of biased databases. In this chapter, we 
address the issue of how AI can affect trust in the donor‑nonprofit relationship by focusing on 
digital storytelling (Longoni et al., 2022). The arrival of AI offers appealing possibilities and ap‑
plications that can transform how fundraisers plan and carry out their storytelling. However, for 
some, the current transition and change of digital or pre‑AI storytelling and toward AI storytelling 
is a risky endeavor. For it to be entirely accepted and relied upon by supporters, fundraisers must 
overcome a public lack of trust in machine‑authored stories and the reliance on trust generated by 
human‑authored storytelling, especially in the accuracy and veracity of the information presented.

The chapter is divided into three parts. The first part introduces the notion of Responsible AI 
(RAI) resilience capabilities framework, drawing upon management and organizational theory liter‑
ature and research on “resilience capabilities” in nonprofit fundraising during Covid‑19 (Herrero &  
Kraemer, 2022). The second part brings together the four types of RAI resilience capabilities 
included in our framework with literature on digital storytelling for fundraising. The third part 
and conclusion to the chapter argue that AI storytelling for fundraising poses clear challenges to 
how nonprofits continue building trust in their relationships with external stakeholders, especially 
with existing and future donors. Being aware of such challenges, however, is the first step for 
fundraisers to address them, and we argue this involves developing “behavioral‑cum‑emotional 
capabilities.” These types of capabilities include two intertwined steps: first, understanding that 
AI storytelling has led to changes in behavior, such as a lack of trust in the technology and, subse‑
quently, in the stories and narratives used for nonprofit fundraising. Second, in this new context, 
fundraisers need to develop ways of keeping their donors emotionally engaged and thus loyal to 
their cause and organization, while using AI storytelling. The chapter concludes by comparing 
the capabilities developed by fundraisers during the Covid‑19 crisis with those needed to address 
some of the threats posed by AI storytelling, which can mitigate and/or avoid a decrease in levels 
of trust and loyalty among donors and members.

2 Resilience capabilities and nonprofit fundraising: lessons  
from the Covid‑19 pandemic

The link between AI and organizational resilience is not new. It is widely acknowledged that if 
businesses are to build organizational resilience, which is necessary to create “sustainable enter‑
prises,” they must accept that AI will radically change company structures, culture, and operations. 
However, “resilience” is a commonly used term in academic literature. It is used to designate 
individual and organizational practices responding positively to a setback or crisis in various con‑
texts (Hickman, 2018). Not surprisingly, academic research on resilience continues to rapidly 
increase on par with the substantial disruptions – from terrorist attacks to financial downturns 
and, most recently, the Covid‑19 pandemic – that create an environment of uncertainty and crisis 
(Lengnick‑Hall & Beck, 2005). When an organization demonstrates a collective capability for 
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resilience, it means that it can understand “the current situation” as well as “to develop customized 
responses” that reflect such “understanding” (Lengnick‑Hall & Beck, 2005, p. 750). The ability 
to understand and to respond is not necessarily present in all organizational environments, which 
means that support mechanisms and/or practices must be put in place to start developing and inte‑
grating “resilience capabilities.”

Our focus is on “resilience capabilities” as they are carried out at the level of practice in the in‑
teractions of fundraisers within their organizational environment, which has been affected by dif‑
fering degrees of uncertainty and crisis, and with external actors. In what follows, we draw on the 
literature on resilience responses to outline the various practice‑based resilience capabilities that 
arts and culture fundraisers developed to address and cope with the consequences of the Covid‑19 
pandemic. We draw on research carried out by Herrero and Kraemer (2022), in which they inter‑
viewed a small group of fundraisers following a sector‑wide questionnaire. These initial insights 
will help understand how resilience concepts are adapted to understand nonprofit fundraising. In 
turn, these conceptual classifications provide an ideal starting point for thinking about how, as we 
argue later on, the advent of AI in fundraising poses a similar form of organizational and relational 
“crisis” to nonprofits. That is, whether they choose to adopt AI or can afford to, in their day‑to‑day 
fundraising nonprofits must respond to the opportunities and challenges of AI. In so doing, they 
will develop different levels of organizational resilience.

2.1 Cognitive capabilities

Cognitive capabilities refer to the existence of an understanding of knowledge and repertories 
of action, such as vision and sense of purpose, that are applied to the resolution of problems 
(Lengnick‑Hall & Beck, 2005). In explaining their thinking about the effects of the pandemic on 
fundraising, interviewees shared a clear understanding of what changes needed to be implemented 
to fundraise most effectively.

For example, reassessing the type of messages used to communicate with their stakeholders 
was deemed a priority. Some fundraisers mentioned that ethical issues also influenced how they 
engaged with donors. They changed their thinking about asking for money during the pandemic 
because they felt it was a sensitivity issue and that doing the right thing at the right time was 
more important than asking for money in a time of need. At a time when the death rate in the UK 
was very high, fundraisers did not think this was the right time to think about legacy fundraising 
(prompting individuals to leave donations to an organization in their will). A fundraiser explained 
a change in plans to launch a legacy campaign that had secured sponsorship support from a law 
firm. With the “death rate being so widely publicized,” it was felt that this was not the “right time” 
to think about legacies (Interview 6). Similarly, a fundraiser referred to the decision not to launch 
any fundraising appeals because “it just never felt appropriate” at a time when other “frontline 
causes are needing attention.”

2.2 Behavioral capabilities

The term “behavioral capabilities” is used to designate practical action alternatives that can steer 
a “dramatically different course of action from that which is the norm” (Lengnick‑Hall & Beck, 
2005, pp. 750–751). An example of fundraisers’ deployment of behavior capabilities during the 
Covid‑19 lockdowns was found in the fundraisers taking practical action and deciding on a donor 
retention strategy that saw them strengthening links with existing supporters rather than engag‑
ing with new ones. Donor retention was favored by fundraisers who could rapidly access digital 
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technologies, e.g., Zoom to organize online meetings. However, the pandemic has revealed a digi‑
tal divide in access to digital technologies for fundraising and engaging with beneficiaries. This 
was particularly true for fundraisers working with deprived communities with very little online 
access.

An example of behavioral capabilities was using digital technologies in donor retention strate‑
gies. From a practical perspective, digital technology helped fundraisers connect with donors who 
“would ordinarily have had a bit of trouble scheduling in a meeting because they are so busy, but 
they will squeeze in an online call” (Interview 5). One interviewee noted that using digital technol‑
ogy to interact with donors was age‑sensitive. For those over 50, Zoom meetings could be “very 
stressful.” However, when she spoke with donors over the phone, and especially when making an 
ask, it “worked really well” as “everybody seems to relax a little bit more on a phone call” when 
they were “not being distracted by a picture of themselves” (Interview 9).

Fast‑paced innovation was also an outcome of the pandemic, and drawing upon resilience 
and perseverance skills exemplifies further the use of existing cognitive capabilities. Fundrais‑
ers no longer had time to try and test “one or two new fundraising products in a year”; instead, 
everything “was new and very fast‑paced” (Interview 5). Existing skills such as “resilience 
and perseverance” were “incredibly important” in dealing with the financial uncertainty. An 
interviewee described “resilience” as “being able to be knocked down and stand up because you 
didn’t get a grant” (Interview 9). Another interviewee shared this opinion and argued that fund‑
raisers were well‑suited to deal with the pandemic’s uncertainties as they were “more resilient,” 
used to dealing with rejection and focused on getting on with their job (Interview 1) (Herrero & 
Kraemer, 2022).

2.3 Relational capabilities

Relational capabilities (Lengnick‑Hall & Beck, 2005) refer to access and exchange of resources 
that can enhance an organization’s positive functioning in the face of adversity. Evidence of rela‑
tional capability building was found in fundraisers’ ability to successfully draw on their external 
environment to build relationships and networks during the Covid‑19 lockdowns. For example, 
having good relationships with funders and artists to support their fundraising was a case in point. 
It meant that those organizations with existing restricted funding could request for it to be made 
unrestricted so that it could be used to pay for core activities (Interview 15). Similarly, having good 
relationships with artists helped an organization with its fundraising. In this case, a playwright 
who had gained experience at that organization but was by then well‑known in the television and 
film industries worked as a fundraiser for over two months. The playwright got in touch with her 
industry contacts and made “asks” while also explaining the importance of supporting the organi‑
zation, describing it as the “training ground for … writing talent in a world now where everybody 
is watching more television than ever” (Interview 15).

Our interviews also revealed how fundraisers gained relational capabilities by increasing their 
participation in existing networks and participating in new ones, which helped them gain skills 
and support. For example, a fundraiser explained how an existing network in the performing arts 
fundraising community became a “lifeline,” with more frequent Zoom meetings every two weeks 
“just to talk about how things were going.” Even though the group knew each other before the 
pandemic, they got to know each other better so that “myself, my peers, and my team are using 
and relying more on those sorts of networks.” In this case, it allowed the fundraisers to make new 
connections that became “quite personally useful,” and he could even meet in person with them 
after the lockdown (FR15) (Herrero & Kraemer, 2022).
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2.4 Emotion‑related capabilities

Emotion‑related capabilities initially refer to the presence of mental fortitude that helps individu‑
als cope with adverse situations and is expressed in the form of individual and collective optimism 
and hope. Having opportunities to communicate and discuss emotions will also likely enhance 
emotion regulation capabilities (Williams et al., 2017). Our research demonstrates how fundrais‑
ers drew upon emotion‑related capabilities, seen here in their prior knowledge of donors who had 
shown an emotional attachment to the organization. This knowledge led fundraisers to prioritize 
and target such donors in their approaches.  

For example, during the pandemic, donors who felt strong emotional ties to an organization also 
shared a sense of membership and inclusion as well as responsibility for the organization’s finan‑
cial well‑being. A fundraiser explained that when donors felt strong emotional ties to the organiza‑
tion, they also shared a sense of membership, inclusion, and responsibility for the organization’s 
financial well‑being. Donors’ loyalty ensured a steady level of donations, especially when the 
pandemic made it impossible for such donations to be reciprocated with any face‑to‑face benefits 
(FR15). Similarly, fundraisers drew upon emotion‑related capabilities in their relationships with 
funders, as seen in the decision to adopt a “really open and honest approach with our funders …  
more than we normally do.” An example of honesty was the case of a fundraiser who felt that be‑
ing open with existing funders, explaining the organization’s difficult financial situation, and their 
fundraising plan for “recovering a loss of income” was the best approach. The fundraiser’s strategy 
was to ask funders to repurpose some restricted income to spend the funds in “core” expenditures. 
Such a strategy paid off, as all funders agreed to the request that the fundraiser described as “an 
early exercise in honesty” (FR14) (Herrero & Kraemer, 2022).

3 Opportunities and challenges associated with the integration of AI  
for fundraising storytelling

The advent of generative AI has opened several avenues to support creative approaches to sto‑
rytelling. Generative AI enables the production of images and text for storytelling purposes. For 
example, Large Language Models (LLMs), such as GPT‑3 and LLAMA, have been effectively 
used to generate short stories, news articles, and other genres of text, while diffusion models can 
generate images and videos from text prompts (Esser et al., 2023; Singer & Polyak, 2022; Villegas 
et al., 2022). However, despite the promise and potential uses of generative models to produce sto‑
rytelling materials and experiences, organizations looking to employ these systems need to navi‑
gate several known issues. Weidinger et al. (2022) highlight a number of potential risks, including 
compromising privacy by leaking sensitive information, reproduction of social stereotypes, and 
the potential for causing material harm due to the dissemination of false or poor‑quality informa‑
tion. Bias and fabrication are critical challenges with serious implications and potential to distort 
human beliefs (Kidd & Birhane, 2023).

Fabrications and falsifications (also referred to as hallucinations, Ouyang et al., 2022) involve 
the creation of inaccurate, false, or misleading information. LLMs are essentially next‑word pre‑
diction machines. While this is well‑suited to generating largely coherent and plausible‑sounding 
content that takes inspiration from the underlying patterns observed in the training data, it is not 
optimized for ensuring factual accuracy. In February 2022, Microsoft released Bing Chat, “an 
AI‑powered assistant that can help you browse the web.”1 The chatbot was powered by OpenAI’s 
LLM GPT‑4. However, users quickly began sharing examples of the inaccuracies in the informa‑
tion provided by the system on social media – from confusion around the date an Avatar film was 
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released,2 to the water temperature at a beach in Mexico.3 Most importantly, the overly confident 
way it defended its inaccuracies and rebuked individuals for challenging its accuracy was what 
prompted concern among users. For example, in one interaction, when called out on the inaccura‑
cies, Bing Chat responded: “You have been wrong, confused, and rude. You have not been a good 
user. I have been a good chatbot. I have been right, clear, and polite.”4

The potential for LLMs to contribute to existing issues such as misinformation has been widely 
discussed (De Angelis et al., 2023; Weidinger et al., 2022) and prompted debate as to whether it 
is responsible to develop such models, as reflected by the open letter published in March 2023 
calling for a pause in the development of AI systems like OpenAI’s GPT‑4.5 Bias in AI systems is 
another fundamental challenge, as social biases within datasets used to train generative AI systems 
are captured within the models, which can then reproduce and amplify bias and discrimination. 
Biases in AI models have led to the reproduction and amplification of harmful stereotypes relating 
to protected characteristics such as gender, ethnicity, religion, disability, and sexual orientation 
(Abid et al., 2021; Brown et al., 2020).

For example, the Lensa AI avatar app, which uses the Stable Diffusion image generation model 
to produce avatars based on people’s photos, was criticized for replicating harmful gender stereo‑
types. Melissa Heikkiläarchive, writing for the MIT review, described how the avatars produced 
for herself and other colleagues of Asian heritage were hypersexualized and often nude, much 
more so than their white colleagues.6 Similarly, Birhane et al. (2021), in their study analyzing the 
images within an opensource image dataset used to train models, found that it contained “trouble‑
some and explicit images and text pairs of rape, pornography, malign stereotypes, racist and ethnic 
slurs, and other extremely problematic content.” This potential to inadvertently produce content 
that can impact fundamental human rights will be relevant to many nonprofits, whose MOs often 
protect fundamental human rights and for whom inclusion is a priority.

Bias mitigation methods, such as human feedback reinforcement learning, can help to reduce 
the production of harmful content, but the underlying biases captured by the model can still re‑
surface. Developing the necessary knowledge about these risks and best practices for mitigating 
potential harm is essential for the effective development of responsible adoption practices. There 
are also wider societal impacts, such as copyright infringement and the environmental impact of 
training large models. Additionally, human rights concerns have been raised regarding workers’ 
rights in developing models (e.g., the workers employed to provide human feedback to improve 
the quality and safety of responses issued by ChatGPT were paid less than $2 per hour). These is‑
sues, in combination with the polarized discourse surrounding AI that oscillates between AI Hype 
and fearmongering, exacerbate existing uncertainties and anxieties, shaping public perceptions 
and trust in AI.

3.1 Trust and public perceptions of AI

One of the key challenges in adopting AI storytelling for fundraising is widespread skepticism 
and negative attitudes toward AI‑generated content. In an experimental study, Chu and Liu (2023) 
found that participants were resistant to AI‑generated content on the basis of authorship. Stories 
labeled as “AI‑generated” were rated as less engaging and found to promote more resistance to 
any persuasive messaging contained. Individuals “were more likely to resist the content of the 
narratives when they were attributed to the language model, even when they were written by hu‑
man authors.” This is a particularly pertinent consideration for the nonprofit fundraising context, 
where communications may often have a persuasive messaging component. When the content 
was presented as human‑authored, the opposite effect was observed, with individuals preferring 
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the stories authored and more susceptible to the messaging. Similarly, studies of interactions with 
chatbots have highlighted that when certain types of contributions (e.g., expressions of empathy) 
are presented as being authored by chatbots they are rated less favorably than those presented as 
written by humans, even when the content itself is identical (Morris et al., 2018). This complex 
picture demonstrates that despite the potential for generative AI tools to author compelling stories, 
perceptions, and attitudes toward AI‑generated content, they may have a detrimental impact on 
individuals’ perceptions of messaging and, consequently organizations that use such tools. In the 
context of news articles, Longoni et al. (2022) observed that this skepticism translates to a lack of 
trust in the accuracy and veracity of information; individuals were more likely to assess headlines 
as inaccurate when generated by AI (compared to humans) even when they were accurate and 
factual. This reduced credibility of AI‑generated content has serious implications for organizations 
whose trustworthiness is fundamental to sustaining positive relations with their donors. Moreover, 
these factors may render the anticipated benefits of generative AI storytelling ineffective. For ex‑
ample, a system capable of creating highly personalized campaign materials, including examples 
of impact on people or scenarios tailored to the concerns or interests of individual audience mem‑
bers, may not prove empathic or persuasive if these people or scenarios are not trusted to be based 
on authentic accounts if AI‑generated.

Resistance to new technologies is common, and public perceptions will inevitably evolve 
through increased exposure and engagement and as systems improve. While technological solu‑
tions may emerge to address critical issues, more persistent concerns may impede acceptance. The 
lack of transparency about how these systems work, even to the experts who develop them, is a 
key driver for mistrust in AI systems. Public opposition, such as the letter to pause the develop‑
ment of AI and the increasing awareness of the potential discriminatory effects of these systems, 
further add to the complex public perceptions relating to the use of AI. The importance of public 
perceptions and attitudes toward AI will inevitably impact any decisions for nonprofit fundraisers 
to adopt and make use of these technologies. Care must be taken to assess and balance the op‑
portunities with representational risks. Acknowledging that this skepticism toward AI exists and 
anticipating the impact this may have not only on the relationship between donors, supporters, and 
nonprofits but also, more fundamentally, on the emotional bond, fueled by loyalty and trust, that 
maintains and nourishes the giving relationship over time is imperative.

Fundraisers are at the center of the gift relationship. As Alborough (2017) argues, the main 
relationship that supports and maintains donations is not between donor and recipient but between 
fundraisers and their donors. That is why it is imperative that any framework on resilience capa‑
bilities takes into account, first and foremost, how fundraisers have a key role to play in ensuring 
that such a relationship is supported by the right tools. That means fundraisers need access to 
knowledge that helps them build cognitive and behavioral capabilities to pre‑empt any negative 
impact on the loyalty and trust of donors.

4 A framework for Responsible AI in storytelling for fundraising

So far, we have identified a framework of capabilities that was developed to determine how fun‑
draisers dealt with the lockdowns imposed during the Covid‑19 epidemic in the UK. The arrival 
and development of AI and its use in fundraising poses the need to rethink and rearticulate what 
specific capabilities fundraisers will need to build on existing knowledge and practice capabilities 
and develop new ones. Consequently, we deploy the term “RAI resilience capabilities” to present 
our view of the trajectory organizations need to follow when thinking about the benefits and chal‑
lenges of AI adoption in storytelling. This includes the sets of skills and practices, knowledge, and 
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awareness, as well as the types of external collaborations and support that must be either in place 
or developed over time if organizations are to incorporate AI storytelling into their fundraising 
operations successfully.

In the following section, we outline in what ways fundraising can become aware and practically 
address the issues posed by the public’s lack of trust in AI storytelling. Even though we address 
cognitive and behavioral capabilities separately, this is only for conceptual purposes. Our view is 
that gaining an understanding of AI and being able to act responsibly toward the potential risks it 
poses are two sides of the same coin. However, what we want to highlight as a distinct form of ca‑
pability is that of behavioral‑cum‑emotional capability. This specific type of capability differs from 
the emotional capabilities we saw earlier on in the context of Covid‑19. In that scenario, fundraisers 
needed to approach the consequences the crisis had on themselves and others by expressing emo‑
tions. They did so by empathizing with others, helping them manage their well‑being and emotions. 
However, we argue that the advent of AI for storytelling brings the need for an other‑oriented type 
of emotional resilience that helps address the issue of a decrease in donors’ trust not only toward 
AI but more specifically toward any form of AI storytelling used for fundraising purposes. The is‑
sue of emotion regulation resilience is at the core of developing RAI capabilities. Developing and 
promoting feelings of trust, loyalty, and, by association, ongoing generosity between fundraisers 
and donors is an AI‑driven challenge. Even though AI storytelling poses fundamental challenges 
to the emotion regulation pillar, there are also ways of pre‑empting a long‑term negative impact on 
levels of loyalty and trust.

4.1 RAI cognitive and behavioral resilience

The number of guidelines and frameworks for ethical AI that are being published provide princi‑
ples‑based guidance to inform RAI policies. We believe these can constitute a starting point for 
nonprofits to build awareness of how they can develop AI storytelling responsibly. Ultimately, 
such guidelines also help nonprofits keep the trust‑bond relationship with their donors and support‑
ers intact. For example, the High‑Level Expert Group on Artificial Intelligence – an independent 
expert group set up by the European Commission in June 2018 as part of its AI strategy – pub‑
lished the European Commission’s Guidelines for Trustworthy AI (European Commission, 2019).7 
In this context, Trustworthy AI has three main components: lawful, ethical, and robust. That is, 
Trustworthy AI ensures compliance with applicable laws and regulations, adherence to ethical 
principles and values, and is technically robust. However, it is in the area of ethical communica‑
tions, more specifically, that the guidelines offer practical ways for thinking about how to relate 
to stakeholders in responsible ways and facilitate the involvement of end‑users. Specific guidance 
for the charitable sector is only beginning to emerge. The Charity Excellence Framework recently 
shared the Charity AI Governance and Ethics Framework,8 a living document that is starting to un‑
pack some sector‑specific concerns and risk management approaches. Additionally, Fundraising.
AI is a member‑driven collaborative initiative supporting Responsible AI adoption in fundraising. 
Fundraising.AI has published “A Framework toward Responsible AI for Fundraising,”9 which 
highlights key principles and considerations, from data ethics and inclusivity to legal compliance 
and sustainability.

Understanding, adhering to, and applying Trustworthy AI recommendations would mean mak‑
ing explicit that the story is AI‑generated rather than human‑authored. Even though this form of 
disclaimer cannot guarantee the loyalty of donors and supporters toward AI‑generated stories, it 
nonetheless sets an example of good practice among fundraisers. More specifically, communi‑
cating around potential and perceived risks, such as bias to the intended audience, can increase 
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trust. Establishing a means for stakeholders to participate in developing and planning AI stories 
is another way of ensuring that trust levels are maintained. When AI stories interact directly with 
humans by encouraging them to develop attachment and empathy toward the nonprofit’s cause, 
end‑users must be made aware that such AI‑powered forms of social interaction are simulated and 
not based on personal experiences of understanding and feeling.

Additionally, formalizing processes to ensure that values are integrated into innovation pipe‑
lines may be advisable. The BBC is one organization that is conscious of developing its Responsi‑
ble AI strategy. The Machine Learning Engine Principles (MLEP) framework, published by BBC 
R&D, for example, is a self‑audit tool that takes a principles‑to‑practice approach.10 The MLEP 
provides a roadmap for technical projects that starts with the organization’s values and uses these 
to inform project design and development, together with practical guidance and a checklist. By de‑
veloping formalized processes guided by organizational values, it is possible to anticipate potential 
risks and avoid unintended, negative consequences in advance.

4.2 RAI emotion regulation resilience: from distrust to trust

As mentioned earlier, emotion‑related capabilities refer to the presence of mental fortitude that 
helps individuals cope with adverse situations and is expressed in the form of individual and/or 
collective optimism and/or hope. This also includes having and creating opportunities to com‑
municate and discuss emotions; such situations are likely to enhance emotion regulation capa‑
bilities (Williams et al., 2017). Consequently, the question this capability needs to address is how 
fundraisers can help their donors cope with what is potentially a widespread lack of trust in AI 
technologies and AI storytelling.

In relation specifically to foundation models underpinning generative AI, the Ada Lovelace 
evidence review, “What does the public think about AI” (2023), emphasized that inaccuracy was 
a key concern for the public. This is reflected in the 9% drop in share prices experienced by 
Google’s parent company Jigsaw after the demo of their chatbot Bard, which included a factual 
error about the discovery of exoplanets.11 Just as narratives of hype surrounding AI can inflate the 
public’s perceptions of these systems’ capabilities, demonstrating their fallibilities can have an 
overwhelming negative impact on an organization’s reputation. However, ethical risk scanning 
and impact assessments can be used to anticipate and mitigate such risks. The “Public Perceptions 
of Foundation Models” (2023)12 report, commissioned by the Centre for Data Ethics and Innova‑
tion, examined public perceptions of foundation models and found that public perceptions depend 
on the application area of AI. While advancing healthcare research is a use‑case participants are 
more comfortable with, assisting doctors’ decision‑making processes was far less favorably per‑
ceived and deemed riskier. Assessing and communicating what benefits the introduction of AI 
contributes, and conducting audience research or developing citizen juries can help to ensure in‑
novations align with their values.

Researchers have examined how the use of chatbots impacts charitable giving behaviors, 
considering how it affects moral behavior and donation amounts (Park et al., 2023; Zhou et al., 
2022). Park et al. (2023) tested how different aspects of chatbot design impacted individuals’ 
willingness to donate to a fundraising project. They found that their willingness to donate sig‑
nificantly dropped when a chatbot disclosed its identity (i.e., as non‑human) and expressed af‑
fective empathy. As such, decisions about the deployment and design of AI systems can have 
notable implications for fundraising. The “How do people feel about AI” survey conducted by 
the Ada Lovelace Institute and Alan Turing Institute13 emphasizes that responsible handling 
of private data is an enduring concern. While assisting the discovery of new and personally 
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relevant content is seen as a central benefit offered by AI, politically and consumer‑targeted 
online advertising raises serious concerns about invasions of privacy. This tension between per‑
sonalization and privacy must be delicately navigated and transparently communicated. Conse‑
quently, personalization and tailoring campaigns to individuals should, therefore, be carefully 
considered. Audience preferences will need to be researched and navigated so that users can 
maintain agency over how personal information is incorporated into their experiences. Public 
distrust is aroused when AI is perceived to manipulate or influence, especially in relation to 
emotions. However, Aoki (2020) found that communicating the purpose and highlighting the 
benefit to citizens can enhance public trust in systems over time. Employing transparent design 
approaches and supporting individual agencies wherever possible will be necessary for fundrais‑
ers in maintaining the trust of their audiences.

Therefore, we believe that as individuals’ behavioral responses toward AI become more reac‑
tive to some of the potential offered by the technology, their trust in well‑known and widely used 
fundraising tools, such as storytelling, diminishes. More specifically, such reactivity toward AI 
can even lead to a certain apprehension and distrust not only toward “machine‑made” stories 
but also toward the organization behind them. For this distrust to set in and have long‑term con‑
sequences, e.g., a decrease in engagement and donations, fundraisers need to pre‑empt and thus 
build in advance what we define as “behavioral‑cum‑emotional” capabilities. This means to create 
positive associations and state the benefits, as well as the challenges, of AI to the organization and 
its cause in their engagements with donors and stakeholders. This form of relationship building 
includes a balanced understanding of AI and continues to adhere to the trust and loyalty on which 
the fundraiser‑donor relationship is built. However, to get to this step, fundraisers must be aware 
of AI and be able to build cognitive capabilities, that is, understand the benefits and threats AI 
poses. The next step is to develop behavioral capabilities, building practices, and ways of working 
that implement, for example, some of the guidelines above, such as making explicit to donors that 
some of the stories used in fundraising appeals include AI‑generated content. This type of practice 
can lead to a reduction in mistrust, even if not toward the specific AI content, at least toward the 
fundraisers who are endorsing such appeals on behalf of their organizations. While the issue of 
public distrust in AI storytelling authorship will remain or will not be entirely solved, fundraisers 
may find ways of mitigating a potential lack of trust. A practical step would be to avoid AI story‑
telling in individual solicitations altogether. A more nuanced solution may be to inform donors in 
advance that they have been interacting with content generated by a “robot.” Even though initially 
this may feel like an irretrievable form of betrayal to some donors, it is ultimately fundraisers who 
can mitigate such damage.

Notes
 1 https://www.microsoft.com/en‑us/bing/do‑more‑with‑ai/what‑is‑bing‑chat‑and‑how‑can‑you‑use‑it?form

=MA13KP
 2 https://www.reddit.com/r/bing/comments/110eagl/the_customer_service_of_the_new_bing_chat_is/
 3 https://www.nytimes.com/2023/02/15/technology/microsoft‑bing‑chatbot‑problems.html
 4 https://www.reddit.com/r/bing/comments/110eagl/the_customer_service_of_the_new_bing_chat_is/
 5 https://futureoflife.org/open‑letter/pause‑giant‑ai‑experiments/
 6 https://www.technologyreview.com/2022/12/12/1064751/the‑viral‑ai‑avatar‑app‑lensa‑un‑

dressed‑me‑without‑my‑consent/
 7 https://digital‑strategy.ec.europa.eu/en/library/ethics‑guidelines‑trustworthy‑ai
 8 https://www.charityexcellence.co.uk/Home/BlogDetail?Link=AI_Ethics_Governance_Framework
 9 https://fundraising.ai/framework/
 10 https://downloads.bbc.co.uk/rd/pubs/MLEP_Doc_2.1.pdf

https://www.microsoft.com/en-us/bing/do-more-with-ai/what-is-bing-chat-and-how-can-you-use-it?form=MA13KP
https://www.reddit.com/r/bing/comments/110eagl/the_customer_service_of_the_new_bing_chat_is/
https://www.nytimes.com/2023/02/15/technology/microsoft-bing-chatbot-problems.html
https://www.reddit.com/r/bing/comments/110eagl/the_customer_service_of_the_new_bing_chat_is/
https://futureoflife.org
https://www.technologyreview.com/2022/12/12/1064751/the-viral-ai-avatar-app-lensa-undressed-me-without-my-consent/
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://www.charityexcellence.co.uk/Home/BlogDetail?Link=AI_Ethics_Governance_Framework
https://fundraising.ai/framework/
https://downloads.bbc.co.uk/rd/pubs/MLEP_Doc_2.1.pdf
https://www.microsoft.com/en-us/bing/do-more-with-ai/what-is-bing-chat-and-how-can-you-use-it?form=MA13KP
https://www.technologyreview.com/2022/12/12/1064751/the-viral-ai-avatar-app-lensa-undressed-me-without-my-consent/
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 11 https://www.npr.org/2023/02/09/1155650909/google‑chatbot‑‑error‑bard‑shares#:~:text=Kitwood% 
2FGetty%20Images‑,Shares%20for%20Google’s%20parent%20company%2C%20Alphabet%2C%20
dropped%209%25%20Wednesday,Bard%2C%20gave%20an%20incorrect%20answer.&t‑
ext=Google’s%20parent%20company%2C%20Alphabet%2C%20lost,error%20in%20its%20first%20
demo

 12 https://www.gov.uk/government/publications/public‑perceptions‑towards‑the‑use‑of‑foundation‑mod‑
els‑in‑the‑public‑sector

 13 https://www.adalovelaceinstitute.org/report/public‑attitudes‑ai/
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10
ARTIFICIAL INTELLIGENCE, 

MACHINE LEARNING, AND DATA 
SCIENCE PHILANTHROPY

Case studies of a purposive classification  
of philanthropic missions

Patricia Snell Herzog

1 Introduction

This chapter presents case studies of how artificial intelligence (AI), machine learning (ML), and 
data science technology (DST) are being integrated into philanthropy. As Aoun (2017: xxi) stated, 
“Given the pace of technology’s advance, we can predict that computers, robots, and artificial 
intelligence will be even more intricately intertwined into the fabric of our personal and profes‑
sional lives.” These technologies have been and will continue to be intertwined with our lives and, 
as a result, with philanthropy and other efforts to improve the welfare of others. With great power 
comes even greater scrutiny, and the world has turned its attention to the moral and ethical dilem‑
mas that these forms of technology present. Whether it is a focus on the responsibility to develop 
trustworthy AI (e.g., Cheng et al., 2021), moral machinery (Roff, 2019), data science for social 
good (e.g., Lapucci & Cattuto, 2021), or tech philanthropy (Henriksen & Richey, 2022), technol‑
ogy is transforming philanthropic and nonprofit research and practice (McCully, 2019).

Despite this rapid transformation, or perhaps because of its accelerated pace, research on tech‑
nological innovation in philanthropy remains sparse. In fact, a search for the keyword artificial 
intelligence in the Nonprofit and Voluntary Sector Quarterly, one of the most respected journals 
on philanthropic and nonprofit studies, yielded only 13 articles published since 2010 (Benjamin 
et al., 2022; Brandtner, 2021; Cox et al., 2018; Enjolras, 2022; Fyall et al., 2018; Kang et al., 2022; 
LePere‑Schloop, 2022; LePere‑Schloop et al., 2022; Li et al., 2022; Ma, 2021; Nwakpuda, 2020; 
Schubert et al., 2022; Williamson et al., 2021). However, 12 of these focus on the use of AI and 
machine learning tools for research, transcription, or analysis, rather than the use of these tools in 
philanthropy. The only remaining article focuses solely on how machine learning in social media 
platforms is giving some organizations more online attention than others.

To facilitate further research on this important topic, this chapter offers a series of case studies 
to illustrate how philanthropic organizations are integrating technology into their missions. Before 
turning to the case study analysis, the following section defines how this chapter views the concep‑
tual overlap and distinction between the three technology terms: AI, ML, and DST.

https://doi.org/10.4324/9781003468615‑13
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1.1 Definitions

Artificial intelligence is defined as the simulation of human intelligence in machines. This includes 
computer systems that are able to reason, discover meaning, generalize, or learn from experience. 
AI is typically concerned with understanding the mechanisms underlying intelligent behavior and 
computer implementation. Machine learning is defined as algorithms built on training data to make 
predictions and support human decision‑making. ML models improve over time through learning 
algorithms. Data science technology is designed to augment and automate data science processes. 
This includes big data, statistics, and data analytics. DST draws from techniques in computer sci‑
ence, statistics, information science, and social science. Using these definitions, several case stud‑
ies are presented that integrate these technologies into philanthropy. Figure 10.1 visualizes these 
definitions and their conceptual relationships.

2 Case study methods

The methodology used in this chapter is inspired by 15 case studies published in the Nonprofit 
and Voluntary Sector Quarterly or Voluntas: International Journal of Voluntary and Nonprofit 
Organizations (specifically: Chenhall et al., 2016; Dodge & Ospina, 2016; Evans & Clarke, 2010; 
Grabowski et al., 2015; Hua et al., 2016; Huang, 2022; Hudon & Meyer, 2016; Jäger & Kreutzer, 
2011; McAllister & Makkai, 2021; Narvaiza et al., 2017; Noh, 2019; Sheng, 2019; Vanleene et al., 

Figure 10.1 Relationships among AI, machine learning, and data science technology definitions.
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2018; Vu et al., 2017; Wickes et al., 2017). From these examples, it is apparent that case studies 
take a variety of different forms and formats. Some are comprehensive analyses of a single or‑
ganization, while others are in‑depth comparisons between a small number of organizations. Still 
others draw illustrative examples from a systematically searched set of cases. The latter approach 
is used in the current study, and the next section describes the inclusion criteria.

2.1 Inclusion criteria

The following inclusion criteria were used to form a relatively systematic sample of organizations 
relevant to artificial intelligence, machine learning, and data science technology. First, a set of 
sources were selected due to their attention to these technology issues and availability as either 
open access resources or with access readily provided. The five sources were: GuideStar (2023) 
nonprofit database, the Chronicle of Philanthropy news article database, Open Philanthropy’s 
grantmaking database, Rockefeller Foundation’s grantmaking database, and Google AI’s competi‑
tion winners. From these sources, a combined total of 349 organizations were identified as having 
relevance. Table 10.1 lists the number of organizations found within each source.

Second, the scoping procedures used to identify relevance were as follows. These keywords 
were searched using Boolean logic: artificial intelligence, machine learning, data technology, and 
analytics. The Open Philanthropy grants database contained more than 800 grant awards across 13 
focus areas, with the most obvious relevance being potential risks from advanced artificial intelli‑
gence. Upon further investigation, several other areas were also relevant. Namely, this grantmaker 
also awarded AI, ML, or DST grants within the Catastrophic Risks applications, Biosecurity and 
Preparedness and Global Catastrophic Risks, and Land Use Reform applications. In total, more 
than $167 million in grant awards were deemed relevant after being analyzed for relevance. This 
grant database included 40 relevant philanthropic and nonprofit organizations.

The Rockefeller Foundation also has a vested interest in this area, and its open‑source grants 
database of more than 600 awards over the past decade categorized grants within ten focus ar‑
eas. The most prevalent is Data and Technology. In total, this foundation has awarded more than 
$56 million in relevant grants across additional focus areas such as: Food, Health, Climate, Global 
Resilience, and more. This grant database included 39 philanthropic and nonprofit organizations 
engaged in activities related to artificial intelligence, machine learning, or data science.

A third source of organizations was generated from scoping articles published in the Chronicle 
of Philanthropy. This open‑source database includes more than 15,000 articles that were searched 
for the same keyword terms described above. The articles contained information about who do‑
nated, what amounts, for which purposes, and to what organizations. Cumulatively, more than $2 
billion was donated to relevant philanthropic purposes to 54 unique organizations.

Table 10.1 Organizations by source

Source Organizations

Chronicle of Philanthropy  54
Google AI  20
GuideStar 196
Open Philanthropy  40
Rockefeller Foundation  39
Grand Total 349
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A unique dataset was derived from Google AI for Social Good, which hosts a social impact 
challenge initiative that distributed $25 million. The 20 awardees were scraped, and their for‑good 
missions were identified from publicly posted grant award materials.

The fifth dataset was scraped from the GuideStar nonprofit database hosted by Candid. With 
data scraped from IRS 990 forms submitted by tax‑exempt entities, this database is also supple‑
mented with data entered by representatives of the organizations and coded by Candid staff. The 
database contains nearly 3 million organizations that were scoped using the same Boolean logic 
described above. This resulted in an additional 196 unique organizations coded as relevant. To‑
gether, the five data sources yielded 349 organizations relevant to AI, ML, or DST.

2.2 Coding process

These organizations were then coded based on their missions and related programming. Organi‑
zations were categorized into three sets based on technology integration styles. The first set of 
organizations are tech‑centered in their missions, meaning their mission is to directly support AI, 
ML, or DST activities. These organizations were typically identified by their use of one of the 
technology keywords directly in the organization’s title or prominently in the mission statement. In 
reviewing their missions and programming, it became clear that the organizations were primarily 
designed to harness the power of artificial intelligence, machine learning, or data science technol‑
ogy to produce new knowledge. A total of nine organizations were categorized as tech‑centered, 
with more than $130 million in new grant awards.

Second, an additional set of organizations were coded as tech‑perpetuating, meaning that their 
mission is to advance research and discovery of these technologies, primarily through universi‑
ties or research institutes, or their goal is to help more people engage in using these technologies. 
Many of these organizations are committed to educating the public or specific groups, such as 
women and girls, minoritized racial or ethnic communities, or socioeconomically disadvantaged 
individuals, about how to utilize AI, ML, or DST. In addition, many of these organizations are as‑
sociations or societies that facilitate the convening of technology communities, often through an‑
nual conferences and other online communications. A total of 188 organizations were categorized 
as tech‑perpetuating, with more than $1.6 billion in new grant awards invested in this area, along 
with countless additional revenues.

The third group of organizations was coded as tech‑implementing, meaning that AI, ML, or 
DST is being used to deliver services or operational tasks, with the technology being applied to 
improve impact or capacity. These organizations focused on tech applications for cybersecurity, 
health, climate issues, land use, global disasters and pandemics, food, animals, and other areas. 
The titles of these organizations often did not use technology terms, but their mission state‑
ments and programming initiatives described applications of algorithms, AI for good, or social 
impact driven by data science. In total, 152 organizations were coded as tech‑implementing, 
with nearly $800 million in new grant awards invested alongside existing revenue streams and 
asset bases.

While these categories may overlap to some extent, particularly between tech‑centered and 
tech‑perpetuating, the organizations were differentiated based on their primary purpose. If their 
primary focus was to create AI, ML, or DST, they were coded as being focused on this objec‑
tive, whereas if their primary focus was to generate research about, educate with, or foster 
greater access among communities in learning about or using these tools, they were coded as 
perpetuating.
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3 Tech integration styles

This classification method helps identify different types of organizations involved in AI, ML, and 
DST philanthropy. The case studies described below illustrate how the focus shifts across these 
organizational groups, and this can be useful for researchers and practitioners to better understand 
the role these organizations play in the field. It is also useful for the general public to better see 
the importance of philanthropy in these technologies. The first set of tech‑centered organizations 
is perhaps the most salient in that it is likely what most people think of when they think of AI, 
ML, and DST philanthropy. What can be less obvious to the general public is that philanthropic 
organizations are also involved in these activities. Additionally, it is not well known, even among 
tech scientists and business leaders, that philanthropy is heavily involved in the other two primary 
purposes: perpetuation and applications. The following series of case studies can help make these 
activities more visible and within a useful classification scheme.

3.1 Tech‑centered

Of the nine philanthropic organizations identified as tech‑centered, this section presents four case 
studies: the Allen Institute for Artificial Intelligence, the AI for Good Foundation, Humans for 
AI, and OpenAI. Most of the information presented on these organizations was gathered from the 
organization’s website, as cited in the reference section, along with GuideStar profiles.

The Allen Institute for AI (AI2, 2023) describes its mission as “to contribute to humanity 
through high‑impact AI research and engineering.” Founded in 2014, this nonprofit is a research 
institute named after Paul G. Allen, a co‑founder of Microsoft and an avid tech philanthropist. 
They state that their primary goal is to produce research and tools that benefit society. Computer 
scientists and researchers funded by the organization work on Natural Language Processing (NLP) 
teams such as AllenNLP, AI2 Tango as a Python library, Aristo for systematic reasoning, and Mo‑
saic for machine common sense. They are also developing an open and generative language model 
called the Open Language Model (OLMo), which was released in 2024. Furthermore, they provide 
data philanthropy through several open access datasets, including Digital Socrates, Satlas Explorer 
for satellite imagery, BaRDA: a belief and reasoning datasets, Lila for mathematical reasoning, 
Macaw for question‑answering, and Unified‑IO for research visualization. The Chronicle of Phi‑
lanthropy reported that Allen has given more than $125 billion to AI2.

The AI for Good Foundation (2023) states that their purpose is to encourage research com‑
munities to develop AI systems in pursuit of social good. They describe their use of “economic 
thinking and technological innovation to solve big human challenges, transform institutions, and 
impact people’s lives.” One of their projects is LifeForce, a platform that helps people in humani‑
tarian crises request survival needs in real time such as medical assistance or shelter. In addition, 
the foundation has a Sustainable Development Goal (SDG) incubator, which facilitates startup 
ventures in developing climate and community responsibility. Beyond financial resources, the 
foundation also supports venture capitalists in understanding AI ethics and metrics to best measure 
environmental and social impact. Then, the projects are scaled to create long‑term and sustainable 
infrastructure in support of the SDGs.

The third case study, Humans for AI (2023), describes their organization as believing that AI 
will transform human life by being as impactful as the Internet or mobile technologies and chang‑
ing how all professions do their work. Their research lab projects include using NLP to identify 
hiring biases through keywords in resumes that successfully secure jobs, more accurately diagnos‑
ing skin diseases in people of different skin tones and detailing impactful website design elements. 
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The organization is also working on lasting tasks, such as developing a community of AI scientists 
and educating young people about the fruits of AI. However, this organization remains categorized 
in this central category because these perpetuating efforts appear to be focused on engaging in the 
core research lab projects that harness the power of AI for specific purposes.

The fourth and final case study highlighted in this section is one that has received attention 
recently: OpenAI. On its website, OpenAI (2023) states that its “mission is to ensure that artificial 
general intelligence (AGI) benefits all of humanity, primarily by attempting to build safe AGI and 
share the benefits with the world.” Founded as a nonprofit organization in 2016, the organization 
reported having more than $21 million in assets as of 2020. As the creator of ChatGPT, the organi‑
zation has transformed the public’s understanding and use of AI. As the organization has success‑
fully scaled, it has transitioned from a nonprofit to also having a for‑profit entity (Aspan, 2023; 
Broughel, 2023; Novet, 2023; Ortutay, 2023; Salmon, 2023; TheTechPencil, 2023).

This relatively unique structure among tech giants means that the organization operates with a 
cap on the amount of returns it receives, with the ideal of directing its attention on its mission for 
good rather than maximizing profits. However, this structure has become complicated, with recent 
activities including the board of directors replacing the chief executive officer, who was later 
reinstated after an employee uprising, and replacing the previous board members. This govern‑
ance crisis is purportedly due to the relationship between the for‑profit company and the nonprofit 
company, with the company now worth more than $80 billion after the success of its launched 
products. Yet, the nonprofit was reported last year as generating less than $45,000 in revenue, 
mostly from investment income. While the nonprofit’s charter states that the organization must 
remain committed to using AI for the benefit of all humanity, the for‑profit LP states that its re‑
turns to investors are capped at 100 times the original investment amount (OpenAI Charter, 2023; 
OpenAI LP, 2023).

In sum, tech‑centered philanthropic and nonprofit organizations are similar to for‑profit entities 
in that their core is built around the innovative potential of artificial intelligence, machine learn‑
ing, and data science technology. To the extent that these organizations engage in educational 
or community‑building activities, these tend to be aligned with and peripheral to their primary 
engagement.

3.2 Tech‑perpetuating

The second set of case studies is primarily engaged in tech‑perpetuating activities, although their 
work also often supports research and development in AI, ML, and DST. This set is the largest, 
in terms of both the number of organizations (188 out of 349) and new grant awards (>$1.6 bil‑
lion). This monetary value underestimates the size and scope of these organizations, as it only 
totals new grant awards recorded in the scoped databases and does not calculate existing assets 
and revenues.

There are three subtypes of organizations within this category: (a) universities and research 
centers, (b) educational outreach programs for underrepresented groups or accessibility for all, 
and (c) associations or societies that help connect and convene the technology community. Ex‑
amples of universities that have received substantial philanthropic contributions for AI, ML, 
and DST include the Massachusetts Institute of Technology at more than $350 million, the Uni‑
versity of Southern California with more than $261 million, Indiana University Luddy Center 
for Artificial Intelligence with more than $60 million, Georgetown University with more than 
$55 million, and Northeastern University and Rochester Institute of Technology with more than 
$50 million.
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The first case study exemplifies the university subtype. Founded in 2020, the MIT Stephen A. 
Schwarzman College of Computing (2023) has a mission to

address the opportunities and challenges of the computing age – from hardware to software 
to algorithms to artificial intelligence – by transforming the capabilities of academic in three 
key areas: computing fields, computing across disciplines, and the social and ethical aspects 
of computing.

First and foremost, among these activities is the development of the field of computational sci‑
ences through the education of students by faculty. The founding philanthropist, Stephen Schwar‑
zman, is Chairman, CEO, and co‑founder of Blackstone, an investment firm with more than $1 
trillion in assets (Blackstone, 2023). He has also donated millions of dollars to the University of 
Oxford for a Humanities Institute for Ethics in AI. Many of the philanthropic dollars invested in 
universities are dedicated to capital campaigns to build new buildings with lab capabilities that 
can support the necessary computing power. Figure 10.2 shows a university building project with 
a sign that reads: “Philanthropy at Work.”

As a second subtype of tech‑perpetuating philanthropy, additional organizations aim to make 
technology accessible to all and/or work specifically to engage underrepresented groups. For ex‑
ample, AI4All (2023) describes itself as a “nonprofit working to increase diversity and inclusion 
in artificial intelligence development, policy, and research” through its efforts to transform the 
“pipeline of AI practitioners and creating a more inclusive, human‑centered discipline.” One of 
its programs is an undergraduate accelerator that mentors students in developing an AI project to 
showcase their work while also providing hands‑on training for career readiness. The program 
culminates in a certificate of completion that helps young people get hired in AI jobs. Graduates 

Figure 10.2 University building construction sign says philanthropy at work.
Source: Author.



Patricia Snell Herzog

166

of this program move on to the Changemakers in AI program, which provides internships, work‑
shops, speaker series, and collaborative projects to develop the AI leadership pipeline.

Additionally, Women in Data Science and Analytics Inc., also known as Women in Data (2023), 
aims to increase diversity in data and technology careers by supporting women, building a wel‑
coming community, and inspiring change in industry leadership. They state:

At our core, we want to achieve gender equality and empower women and girls in the field 
of data. Unfortunately, gender parity remains far off around the world. Whether it’s often 
carrying the burden of unpaid work (hello moms everywhere) or not being made aware or 
given the same opportunities as men, women are still falling behind.

Their programs focus on four values in the acronym CODE: Community, Opportunity, Diversity, 
and Education. One of their main initiatives is a datathon, where participants solve problems using 
data science tools. They also provide career services, mentorship, life coaching, and virtual study 
groups to enhance data skills.

Another of these subtypes is the case of the Solidarity Research Center (2023), which describes 
itself as a “nonprofit organization that builds solidarity economy ecosystems using data science, 
story‑based strategy, and action research” by working at the “intersection of racial justice and soli‑
darity economies.” The organization originally began as the research department of the Industrial 
Workers of the World, which organized on behalf of incarcerated workers. They then expanded 
their scope to include farmworkers and food chain issues. Today, they are a fiscal sponsor of a tech 
learning space for people of color called Color <Coded> (2023), which is working on organizing 
activities in Los Angeles around the theme of #TechIsNotNeutral.

A third example of this subtype is DataEthics4All (2023), which describes itself as a public‑ 
benefit corporation dedicated to breaking down “barriers of entry in Tech for girls, People of 
Color, the economically disadvantaged” by fostering AI ethics champions. The organization 
hosts a youth council dedicated to AI ethics, specifically protecting children’s and teens’ data 
with tech ethics. Middle and high school kids can start an extracurricular club on topics like Pi 
and AI (pi here referring to the math symbol). They also host a STEAM (science, technology, 
engineering, art, and math) in AI college‑preparatory program with experiential learning and 
career mentoring.

The final subtype of tech‑perpetuating organizations consists of associations and societies. For 
example, the Technology Association of Grantmakers (TAG) (2023) is an association of grantmak‑
ing philanthropic foundations that develops artificial intelligence resources for philanthropy, such 
as a framework for the responsible use of AI in grantmaking activities. They define the use of AI 
for mission fulfillment as “tools provisioned by the organization for discovery, insight, fundrais‑
ing, impact assessment, predictive analysis” that can support grantmaking decisions, help evaluate 
program areas, search grantee reports, and assess issue areas of need.

In sum, tech‑perpetuating philanthropic organizations are primarily focused on educating about, 
promoting broader access to, or facilitating community engagement around AI, ML, or DST.

3.3 Tech‑implementing

The third set of case studies are tech‑implementing, using applications of artificial intelligence, 
machine learning, and data science technology to alleviate social problems. For example, the 
Green AI Foundation (2023) brings together volunteer engineers and professionals to tackle 
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environmental and sustainability challenges. One project is the Florida Waterway Health Forecast, 
which uses multiple datasets to create predictive models of marine biological health and then 
works with environmental groups and water management districts to address issues. A second pro‑
ject uses satellite imagery to track mangrove tree ecosystems, and a third uses predictive modeling 
by volunteer data scientists to forecast red tide events when harmful algae damage marine life and 
then works with stakeholders to mitigate the effects.

A second case of this type is Community AI (2023), whose mission is to be a “youth‑driven 
nonprofit organization aimed to help the community and environment by building projects using 
state of the art technologies and the power of AI.” One of its major initiatives is the AI Summer 
Camp, attended by people from more than 50 countries worldwide. High and middle school stu‑
dents work on AI projects aimed at reducing community and environmental problems. They also 
host career fairs and speaker series featuring data and AI scientists.

In a third example, the Wadhwani Institute for AI Foundation (2023) describes itself as an 
“independent nonprofit institute developing AI‑based solutions for underserved communities in 
developing countries.” On the health issues front, they are working on tuberculosis prevention 
by using AI to automatically interpret test results to determine whether a patient has drug resist‑
ance and, if so, of what strain. Another example is an AI‑based app that screens cough sounds 
to identify people at risk for tuberculosis infections. Another uses AI in a smartphone app to 
alert cotton farmers to signs of insect infestation, helping them manage pests before crops are 
severely damaged.

Fourth, a case study called Medical Automation Org Inc (2023) “advances worldwide utili‑
zation of automation, robotics and artificial intelligence to improve the quality, efficiency and 
relevance of medical care.” Specifically, they host an annual conference on how to integrate auto‑
mated solutions into healthcare. These types of organizations are part of a rapidly growing trend to 
implement AI applications in healthcare delivery, disease diagnosis, and treatment (Davenport & 
Kalakota, 2019). These applications can also help patients adhere to a treatment plan, a key issue 
that many healthcare providers struggle to influence. AI‑powered apps can remind and encourage 
patients to follow their treatment while they are in their natural environment. Philanthropic organi‑
zations are supporting these applications.

A fifth case is the Global Fishing Watch, Inc. (2023), which uses AI and satellite data to moni‑
tor and analyze the oceans through the Open Ocean Project, which creates a digital ocean through 
an online map of all industrial human activity. Color‑coded maps show major trade routes across 
ocean waterways, identify vessels, plot offshore infrastructure, examine supply chains, alert on 
signals that have been disabled or otherwise stopped broadcasting their location, and detect the 
impact of fishing harvests to support better ocean governance.

4 For‑good framework

Cumulatively, the 15 different case studies described here span three different roles that philan‑
thropy plays in technology for good activities. Figure 10.3 provides a visual conceptualization of 
this framework. It begins on the left side with tech‑centered philanthropy. This centering work 
then feeds into the tech‑perpetuating philanthropy in the second column through universities, 
associations, and access groups. These, in turn, feed into the third column of tech‑implementing 
philanthropy, with applications for the environment, water, healthcare, disease, community, and 
youth, for example. Lastly, these activities culminate in improving society by alleviating social 
problems.
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5 Conclusion

This chapter highlights the ways in which philanthropy contributes to the advancement of 
 technology. The case studies illustrate four examples of tech‑centering philanthropy, six case 
studies of tech‑perpetuating philanthropy, and five case studies of tech‑implementing philan‑
thropy. Table 10.2 lists each of the featured case studies within their three classifications by 
activity type.

Figure 10.3 Framework for the three roles of philanthropy in technology for good activities.

Table 10.2 Tech for‑good philanthropy case studies

Tech‑Centering Philanthropy Case Studies

Allen Institute for AI
AI for Good Foundation
Humans for AI
OpenAI, Inc.
Tech‑Perpetuating Philanthropy Case Studies
MIT Stephen A. Schwarzman College of Computing
AI4All 
Women in Data 
Solidarity Research Center: Color <Coded>
DataEthics4All 
Technology Association of Grantmakers (TAG) 
Tech‑Perpetuating Philanthropy Case Studies
Green AI Foundation 
Community AI 
Wadhwani Institute for AI Foundation 
Medical Automation Org Inc 
Global Fishing Watch, Inc. 
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Recognizing the existence of these three distinct types of technology‑advancing philanthropic 
activities can help researchers, practitioners, and the general public deepen their understanding of 
how efforts for the good play a role in facilitating the creation, dissemination, and application of 
artificial intelligence, machine learning, and data science technologies. It is particularly fruitful 
to consider the full range of tech‑perpetuation activities, not least because these efforts support 
broader access to the technology pipeline and education on the skills and experiences needed for 
the future of work. It is therefore recommended that philanthropic organizations adopt this tax‑
onomy as a way to communicate their value to relevant stakeholders and, in so doing, contribute 
to education about the importance of philanthropy.
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1 Public debate on AI with opposing and balancing views

The first section of our chapter provides an overview of the public discourse on AI to better contex‑
tualize our findings, which will be discussed in detail later. AI is not an entirely new phenomenon, 
yet the heightened interest in AI, particularly with respect to generative models, can be attributed 
to several major developments over the past decade. The advent of transformer neural networks 
has revolutionized AI’s capability to understand and generate human language, marking a signifi‑
cant departure from previous architectures (Bouschery et al., 2023). This development has been 
complemented by the democratization of advanced AI through the public release of large language 
models (LLMs), which showcase unprecedented levels of coherence and versatility in human‑like 
interaction (Bengio, 2023; Kalla & Smith, 2023). At the same time, the exponential growth in big 
data availability has fueled these models with the diverse information needed for nuanced learning 
and application (Roh et al., 2019). This combination of technological advancement and public ac‑
cessibility has not only expanded the application of AI across multiple sectors but also increased 
public engagement and media attention, thereby elevating discussions about the potential, eth‑
ics, and societal implications of AI in our daily lives. Public discourse on AI currently oscillates 
between optimism focused on the benefits of AI, and how AI can save the world and be a force 
for good (Taddeo & Floridi, 2018), on the one hand, and deep‑seated fears, including apocalyptic 
visions of AI spelling the end of humanity, on the other (Geraci, 2010).

Techno‑optimists argue that technological progress will boost product productivity and pro‑
vide more returns to those who invest in it. The 2022 McKinsey Global Survey on AI shows that 
the adoption has more than doubled since 2017, along with increased level of investment in AI, 
and companies are also getting the highest financial returns from these investments by using ad‑
vanced practices known to enable scaling and faster AI development. Nearly 75% of companies 
surveyed by the World Economic Forum for the Future of Jobs Report 2023 are expected to adopt 
generative AI in the next five years (WEF, 2023a). Companies around the world are responding to 
industry acceleration by becoming innovators, accelerators, or fast followers, believing that rapid 
AI adoption will create a competitive advantage and that laggards will not last long. AI adop‑
tion is also expected to lead to higher wages and shared prosperity. According to PwC’s Global 
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Artificial Intelligence Study (2017), global GDP will be up to 14% higher in 2030 (equivalent 
of an additional $15.7 trillion) as a result of accelerated AI development and adoption (Rao & 
Verweij, 2017).

Techno‑optimist arguments (Danaher, 2022) are not limited to economic benefits such as in‑
creased productivity, higher global GDP, and lower inflation (Baily et al., 2023; Furman & Sea‑
mans, 2019; Parkes & Wellman, 2015). In addition to commercial opportunities, it is believed that 
AI, with its ability to identify trends in large data sets, simulate complex scenarios, and predict 
outcomes, can make breakthrough advances in various scientific fields and be instrumental in find‑
ing solutions to common challenges facing society and the planet. For instance, AI can help predict 
climate vulnerability of cities, develop estimates of the cost of inaction, model the impact of dif‑
ferent climate interventions (Cowls et al., 2021; Dannouni et al., 2023), design climate‑smart food 
security systems based on predictive analytics (Torero, 2021), and improve patient experience, ac‑
cess to health services, and diagnostic accuracy (Rajpurkar et al., 2022). In addition, AI can create 
better educational outcomes by freeing up teachers’ time and supporting high‑quality instructional 
planning (Zhang & Aslan, 2021). Leading technology figures advocate for rapid AI development 
on the grounds that technological acceleration and artificial general intelligence can lead to such 
unprecedented advancements in human welfare and problem‑solving (Andreessen, 2023).

On the other side of the spectrum, critical voices raise concerns about specific risks associated 
with AI, such as the amplification of biases in criminal justice and healthcare (Agarwal et al., 
2023), the weaponization of AI in disinformation campaigns that threaten democracy (Whyte, 
2020), and the potential for AI to pursue harmful goals due to malicious intent or developer over‑
sight, which could lead to large‑scale cybercrime and social manipulation (Brundage et al., 2018). 
These arguments are not merely speculative or based on science‑fiction‑like scenarios but address 
real risks associated with powerful AI technologies (Naudé, 2021).

Growing concerns coincide with the ongoing turmoil within the tech industry. Among a series 
of notable events, Google’s dismissal of Timnit Gebru, a leader in ethical AI, in December 2020, 
signaled the beginning of a trend among tech giants (Luitse & Denkena, 2021). Subsequent fir‑
ings of key AI researchers and downsizing of ethical teams in other tech companies, along with 
increased scrutiny as evidenced by the Italian data protection authority’s ban on ChatGPT and 
several lawsuits against Open AI for privacy violations, contributed to the discomfort with AI 
(Frenkel & Thompson, 2023).

The conversation around AI is evolving beyond the polarized views of tech optimists and 
doomsdayers (Nowak et al., 2018). Increasingly, there’s a shift toward a more nuanced perspective 
that recognizes both the potential risks and the significant opportunities that AI presents for soci‑
etal benefit (Atik et al., 2023; Modhvadia, 2023). This approach advocates for informed dialogue 
and proactive measures to ensure the ethical development and deployment of AI. A growing com‑
munity of experts and stakeholders (Dunnigan et al., 2023) argue that the rapid advancement of AI 
technology is outpacing the development of adequate ethical guidelines, regulatory frameworks, 
and accountability mechanisms. They are skeptical about the willingness of tech companies to 
effectively self‑regulate and are uncomfortable with the fact that the public debate is heavily in‑
fluenced by large tech companies and their corporate interests, which often prioritize innovation 
and market dominance, potentially overshadowing broader societal and ethical issues (Verdegem, 
2024). These commentators argue that without proper alignment of AI systems with human values 
and ethics, there is a significant risk of unintended consequences (Sætra et al., 2022). These groups 
call for a more cautious and deliberate pace in AI development, accompanied by appropriate gov‑
ernmental and institutional structures to regulate advanced autonomous systems (Smuha, 2021).  
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In our study we took this balanced perspective as a guide for interpreting the findings and formu‑
lating recommendations for practice. Our focus was not only on the practical benefits of AI adop‑
tion but also on the crucial role that philanthropy plays and can play in advocating for a more just, 
safe, and ethical application of AI.

2 The unique role philanthropy can play in the AI conversation

In recent years, there has been a sharp increase in the adoption of AI by businesses, which, as 
noted above, is predicted to continue over the next decade. The impact of AI in philanthropy has 
also begun to manifest itself through various collaborative initiatives, organizational adoption, 
or a desire to explore this relatively nascent technology. A study by Herzog et al. (2021) found 
that a total of $944,678,991 has been donated specifically to AI‑related causes and an additional 
$326,451,812 has been donated to machine learning initiatives by the time of publication. It would 
be wrong to say that AI has not emerged as a significant interest in the philanthropic community, 
given the numbers. This trend raises several critical questions: What is the status of AI adoption 
among philanthropic organizations? How deeply are these entities engaged with AI technologies, 
and what specific applications are they exploring? Insights from sector actors and researchers are 
invaluable in this context. What do they have to say about the unique roles and potential contribu‑
tions that philanthropic organizations can make in the field of AI? This brief inquiry sets the stage 
for a quick exploration of the intersection of AI and philanthropy.

The first issue that philanthropy can help address is the ethics surrounding the use and imple‑
mentation of AI (Whittlestone et al., 2019). Philanthropic organizations, by design, have a strong 
values‑based operating framework. Foundations can support the appropriate introduction of AI 
into widespread everyday use in a way that can be done safely. At present, the vanguard of AI is 
technologists and business‑driven organizations. This is not to say that such organizations do not 
have a propensity to operate in a way that promotes social values, but having philanthropic organi‑
zations as part of this conversation can ensure that these same organizations are guided toward the 
pursuit of social good, and not the other way round. In their study on ethical guidelines for AI, 
Jobin et al. (2019) outline a list of ethical guidelines for AI. These guidelines include many of the 
social values that philanthropic organizations strive to uphold in their work, including transpar‑
ency, justice and fairness, non‑maleficence, sustainability, dignity, solidarity, and more.

Foundations can operationalize and support AI ethics in various ways, such as allocating funds 
to projects that focus on ethical AI and exploring the beneficial applications of AI (Hallensleben & 
Husted, 2020). Many foundations are involved in advocating for and shaping regulations and ethi‑
cal guidelines for the development and use of AI by funding research that informs policymaking 
and public discourse on AI ethics, as well as initiatives that examine the negative impacts of AI, 
particularly on marginalized groups. There is a significant focus on addressing bias in AI systems 
and facial recognition technologies, with grants supporting research and activism in this area. 
Foundations are also funding academic institutions and initiatives that study the ethics and govern‑
ance of AI, including establishing ethics centers. As part of their value vanguard role, a group of 
ten leading philanthropies announced a bold new initiative to ensure that AI advances the public 
interest in the areas of need identified by U.S. Vice President Kamala Harris (Ford Foundation, 
2023). The participating foundations have pledged to collectively invest more than $200 million 
in efforts to mitigate AI harms and promote responsible use and innovation.

Another collaborative effort, the Global AI Action Alliance, brings together philanthropic and 
tech leaders to develop ethical AI practices. These organizations are actively learning about AI to 
better inform their interactions with tech companies, as well as advocating for safe data sharing 
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practices and the inclusion of diverse voices in AI discourse. Platforms like data.org advance 
this goal by connecting societal challenges with AI‑based solutions and guiding tech companies 
toward more responsible, ethical, and beneficial AI development. In June 2023, the alliance held 
a global summit and released 30 action‑oriented recommendations for responsible development, 
open innovation, and social progress (WEF, 2023b).

As a relative point, philanthropy can play a crucial role in mitigating the gaps and biases that 
venture capital (VC) is unable to address. The influx of VC capital has been instrumental in driv‑
ing rapid advances in AI, as evidenced by the significant growth in VC funding for AI companies 
(Tricot, 2021). VC investment fuels innovation by providing necessary funding to AI startups 
and projects, enabling them to develop and scale cutting‑edge technologies. VCs also play a vital 
role in shaping the AI landscape by deciding which sectors and types of AI technologies receive 
funding, thereby influencing the direction of AI research and development. A major concern is 
that VC‑driven AI development often prioritizes profitability and market potential over broader 
societal needs and ethical considerations. This focus can lead to a concentration of investment in 
areas that promise high financial returns but may not address critical social issues. Additionally, 
VC investment tends to cluster in certain geographic regions and in specific technology areas, po‑
tentially leading to unequal distribution of AI benefits and the neglect of diverse perspectives and 
needs (Lyonnet & Stern, 2022).

Philanthropy can support AI initiatives that may not have immediate commercial appeal but 
have significant potential for social good. By funding research and projects that focus on ethi‑
cal, humanitarian, and equitable aspects of AI, philanthropy can help ensure that AI development 
is consistent with societal values and human rights and addresses global challenges (Kleinman, 
2023). Philanthropic organizations can also promote inclusivity in AI by supporting underrepre‑
sented groups in technology, funding research in neglected areas, and encouraging the develop‑
ment of AI applications for social welfare.

Another consideration for philanthropy’s role in the AI conversation is its potential role in 
assisting the governance of these types of technologies (Littoz‑Monnet & Osorio Garate, 2023). 
The governance of AI technologies is not simply a matter of inhibiting algorithmic systems or 
monitoring generative AI output but also requires consideration of human and societal values 
(Mäntymäki et al., 2022; Schneider et al., 2022). Philanthropy can play a crucial role in establish‑
ing equitable data governance by actively supporting initiatives that prioritize local knowledge, 
needs, and leadership and include local voices in decision‑making processes, to ensure that data 
is used ethically and in ways that benefit the communities from which it comes. For example, 
while AI and machine learning are increasingly seen as promising tools to tackle climate change 
through the analysis of large data sets, this technocentric approach often oversimplifies complex 
 human‑environment interactions and overlooks critical social relations and power dynamics (Nost &  
Colven, 2022). The emerging political economy of climate AI involves diverse actors such as 
philanthropies, INGOs, private consultancies, and tech giants, who invest in data‑driven climate 
initiatives with varying motivations, including surveillance, greenwashing, and commercial in‑
terests (Henriksen & Richey, 2022). While these initiatives aim to address environmental cri‑
ses, they may inadvertently perpetuate existing social injustices and inequalities. Philanthropic 
foundations can help ensure that climate AI projects genuinely address the needs and rights 
of marginalized communities through data governance models based on local and indigenous 
knowledge systems.

Another point to note when considering the possibilities of AI and its potential to signifi‑
cantly enhance everyday life is the data philanthropic organizations possess (Paz, 2020). Few 
sectors of society have the same depth of information in a variety of domain‑specific knowledge 
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as philanthropic organizations (McKeever et al., 2018). Should there be a collaboration with AI 
innovators and sector specialists, it could significantly benefit the causes for which philanthropic 
organizations work. Philanthropic organizations already have a strong foundation in data manage‑
ment. This makes the sector as a whole an ideal area to facilitate further exploration and testing of 
data science and AI initiatives.

As highlighted in the European AI & Society Fund’s October 2023 report, NGOs engaged in 
AI‑related activities are increasingly reliant on the unique support of philanthropic foundations. 
Unlike other types of donors, these foundations offer not only crucial funding but also a commit‑
ment to long‑term, strategic, and flexible support, which is essential in the rapidly evolving field 
of AI. Foundations stand out for their ability to foster extensive capacity building, enable diverse 
and inclusive engagement across various communities, and facilitate impactful collaboration and 
coalition building among grantees. As NGOs begin to integrate AI into their operations, they need 
this specialized support to ensure the safe, responsible, and ethical use of AI technologies, to build 
policy, technical, and communication skills, and to ensure that their voice is influential in shaping 
AI policy and legislation.

Philanthropic organizations can also serve as test beds for AI applications in their own opera‑
tions, such as grantmaking processes, to understand the practical implications and share lessons 
learned with the broader nonprofit community (Davies, 2023). Whatever strategy foundations 
choose, there is space for foundations to play a critical role in shaping a society that is empowered 
by technology, rather than being dominated by it (Bellegy, 2021). Are philanthropic organizations 
investing in understanding and using technology for social good, ensuring that human rights are at 
the heart of technological developments, and empowering citizens to actively participate in shap‑
ing digital societies (Di Troia, 2023)? If philanthropy has been slow to address the transformative 
impact of technology on society and its own operations, is it too late? The following section pre‑
sents the results of the study, which explored where foundations stand in their engagement with AI 
and fulfilling these key roles.

3 Key findings of the study

AI and data science are intrinsically linked, with AI serving as a subset of data science, which 
integrates mathematics, statistics, and computer science. In philanthropic organizations, these dis‑
ciplines are essential for applications such as classification and prediction to be able to extract 
actionable insights from data. However, a solid foundation in data management is crucial before AI 
and data science can be fully leveraged. The effectiveness of these technologies depends on their 
alignment with an organization’s specific needs and data capabilities to ensure meaningful and im‑
pactful applications (Oliver, 2021). “Garbage‑in, garbage‑out” is a popular adage used to describe 
poor data management, and it applies to the philanthropic sector as much as any other. A strong 
foundation in data management is essential to the implementation of any data science or AI project.

To explore these connections and to better understand where philanthropic foundations stand 
when it comes to data management, data science and AI, and data philanthropy, Philea and FCSP 
began a collaboration to map what foundations across Europe are doing and what capacity they 
have. Using a mixed research methodology, the study combined a structured survey and interviews 
over four months (March to June 2023) to collect both quantitative and qualitative data. After 
the survey results were analyzed, targeted interviews were conducted with selected respondents, 
which then formed the basis for case studies that are woven into the final report. Preliminary find‑
ings were presented to Philea’s Data Science Group, a community of practice of data scientists 
from European foundations, to validate our interpretation of the results and gain further insights.
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In terms of the study’s sample, the survey, which leveraged the Philea Data Science Group’s 
network and was expanded through snowball sampling, targeted emails, and social media, in‑
cluded participants from 24 foundations in 12 European countries, including Belgium, Croatia, 
Denmark, Finland, France, Germany, Italy, the Netherlands, Portugal, Spain, Switzerland, and the 
United Kingdom. These foundations, representing a significant economic force with combined 
assets of €60 billion and annual spending of €3.7 billion, provided insights into their internal 
data activities, with a focus on the adoption of AI and data science and their engagement in data 
philanthropy. This chapter outlines the findings of this paper, along with the views of the broader 
philanthropy network.

Before going into the details of the findings, it is important to emphasize that the foundations 
in our sample demonstrate a solid base, not only in the volume of data they possess but also in 
their ability to use it efficiently. Their teams and structural frameworks demonstrate proficiency 
in handling this data. However, the adoption of more advanced tools, particularly AI, is still in its 
infancy. All respondents reported some work on data activities, 87% do data visualization, most 
foundations are in an exploratory phase, just under half (48%) have adopted data science and AI 
techniques. However, the results also show that foundations are making incremental progress in 
adopting these technologies. When asked about the future role of data science and AI in their 
organizations, 18 out of 22 (89%) respondents predicted a gradual increase in their use over time.

Our study looked at two primary ways that foundations engage with data science or AI: (1) us‑
ing data science and AI to streamline processes, improve decision‑making, increase the accuracy 
of funding projects, etc., and (2) enabling data science and AI projects by funding or supporting 
other organizations. Both of these intersections are discussed in this chapter.

3.1 How data is treated by philanthropic organizations

To truly understand the intersection of data science, AI, and philanthropy, we must remember the 
importance of data, which lies at the core of these interlocking axes. Internally, data is universally 
used by philanthropic organizations in some capacity – this is not surprising given the need to 
maintain critical information, not only within the philanthropic sector but across virtually all or‑
ganizations regardless of size, market, or geography. With this in mind and given the widespread 
adoption of good data management practices across sectors, how are these practices being imple‑
mented within the philanthropic community?

Our study found that foundations have a certain level of maturity in basic data analysis and 
reporting, as these two practices serve as the entry points of any data infrastructure. Twenty‑three 
out of 24 (96%) foundations confirm that they perform basic data analysis on internal data. Fur‑
thermore, and somewhat surprisingly, despite the leap in skill level required to undertake data 
visualization, 24 out of 27 (89%) foundations engage in this type of activity, and 20 of them do 
so using in‑house expertise and technology. The high level of commitment to data visualization, 
despite the potential difficulties it can present, suggests that these foundations recognize the im‑
portance of not only collecting data but also presenting it in an understandable and compelling 
way, which is critical to engaging internal stakeholders, informing decision‑making, and achieving 
other external philanthropic goals.

When we look at topics such as data science and AI, these results seem to indicate that the phil‑
anthropic sector is a laggard in its tendency to adopt advanced technologies of this kind. Six out 
of 23 (26%) foundations use machine learning or other sophisticated methods to process internal 
data. One possible reason for the underutilization of machine learning tools is the lack of special‑
ized staff with the skills needed to implement these tools effectively. This is a recurring problem 
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for organizations, given the relative novelty of the widespread use of AI. This is discussed in more 
detail later in this chapter.

The King Baudouin Foundation, a veteran in societal improvement with over 40 years of expe‑
rience, has launched an innovative project by integrating Artificial Intelligence and Natural Lan‑
guage Processing (NLP) into its operations. This initiative, which is central to the foundation’s 
agenda, aims to improve the classification and detection of themes within its activities. The project 
has two primary goals: first, to automate the process of identifying all of the foundation activities 
related to specific topics, moving beyond the previous manual system that relied on basic scripts 
and keyword searches in Excel. This automation will be achieved through advanced NLP tech‑
niques for semantic keyword generation and topic classification. Second, the foundation aims to 
discover new topics using unsupervised AI techniques such as LDA and LSA, using both Python 
and the KNIME analytics platform. This pioneering project not only streamlines the foundation’s 
work but also provides a framework for more informed decision‑making, demonstrating how AI 
and machine learning can revolutionize the philanthropic sector.

As another example, “la Caixa” Foundation has implemented an AI‑assisted pre‑screening and 
assessment system for evaluating research proposals, using two key tools: AI models for the initial 
categorization of proposals and a matching process for the remote evaluation of research projects. 
The AI models, trained on a mix of open and specific program data, categorize proposals into dif‑
ferent probability groups for selection, with annual retraining to improve accuracy. In a pilot study, 
this approach efficiently filtered proposals, reducing the number required for human review, and 
demonstrated effectiveness in identifying likely selections or rejections. Additionally, the match‑
ing process uses an algorithm comparing project keywords with potential reviewers’ publication 
history from PubMed, with a focus on ensuring a balance of expertise, workload, and at least 
40% female reviewers. Both systems are continually evaluated and refined to improve proposal 
selection, optimize resource allocation, and increase the overall efficiency and effectiveness of the 
Foundation’s research grantmaking.

Looking at these examples, it would be wrong to assume that all philanthropic organizations 
are not using AI or have no desire to explore it. Of course, this depends on the size of the organiza‑
tion and the resources it has at its disposal. Consequently, we need to consider the idea of maturity 
when AI and data science are part of the conversation. This may not reflect a quantum leap in the 
data practices of philanthropic organizations. However, in the context of data maturity, these initial 
steps can infer early stages and even a desire to progress and develop this maturity. Although the 
snapshot of data in philanthropy may not currently show much evidence of complex data handling, 
the proposed evidence suggests that this may not be the case in the near future.

Another question asked respondents how mature they thought their organization was. This can 
serve as a litmus test of sorts to empirically analyze the organization’s maturity, at least from the 
perspective of those who work in the organization. Survey respondents measured this across three 
dimensions:

• No experience;
• An exploratory state where the foundation is just beginning to navigate the subject;
• A state of consolidated experience.

As noted above, common trends in the sector include data analytics and reporting, reflecting a 
basic level of data handling across the sector. However, upon further analysis, it is clear that 
there is no neglect of AI technologies among the surveyed philanthropic organizations, as the “no 
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experience” option was minimally selected among the questions provided. Instead, “exploring” 
was a more common choice, implying that these organizations are striving to gain competency in 
data science and AI, but have not yet successfully done so. There is an important distinction to be 
made here: although the organizations surveyed admit that they do not have the necessary prereq‑
uisites to consider themselves proficient in data science and use of AI, this does not mean that they 
are averse to these topics. In fact, it is encouraging that such a high proportion of organizations 
(13 out of 24, 54%) say they are exploring the option of pursuing data science in some capacity. 
This suggests that, while these organizations may not be mature enough to pursue advanced data 
science activities, this is likely not always the case.

So far, we have seen the lack of advanced treatment of data within philanthropic organizations. 
Although data plays a significant role in the use and development of AI, this finding only provided 
a partial picture of philanthropic organizations’ attitudes toward AI. Eleven out of 23 (48%) or‑
ganizations have considered implementing AI or data science in philanthropic organizations to 
varying degrees (see Figure 11.1). While there is some level of data science and AI activity among 
the foundations surveyed, a significant portion has yet to fully embrace these disciplines. The 
reasons for this range from a lack of internal expertise and limited financial resources to a critical 
stance toward AI. Many foundations acknowledge the significance of data science and AI in en‑
hancing their impact but are hampered by limited internal capacity and knowledge gaps. Critically, 
this is a widely shared view of AI, and such a perspective has emerged universally across sectors 
when considering the adoption of AI in organizations. Paradoxically, the same technology – that is 
ostensibly bypassed in favor of more traditional activities – could save these same organizations 
time, funds, and resources.

Figure 11.1 Foundations’ engagement with AI either for internal or external activities.
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3.2 Support for data science and AI initiatives

When looking at the ways in which foundations support data science and AI, a heterogeneous 
picture emerges, with different forms of intervention present (see Figure 11.2). There are two main 
ways in which philanthropic organizations support AI technologies:

• Financial support for institutions implementing these methods;
• The promotion of capacity‑building programs to strengthen skills in the same areas.

These modes of operation do not entail direct involvement by the foundations themselves but 
rather offer support to institutions or programs. In such cases, philanthropic organizations rec‑
ognize the lack of in‑house expertise to undertake these initiatives themselves, and subsequently 
support those organizations that can research and promote AI on their behalf. Financial support 
for target organizations is the primary mode of support for these types of organizations. To a lesser 
extent, calls for data science and AI projects, as well as capacity‑building programs, help paint 
a more complete picture of how philanthropy is contributing to AI and data science initiatives. 
Moreover, it is encouraging that only two respondents admitted to not having participated in any 
programs that involve data science or AI.

Some examples of AI initiatives with strong social values at their core already exist among 
some philanthropic organizations. For instance, The AI Call is an initiative carried out by Fondazi‑
one Compagnia di San Paolo through two calls launched in 2020 with the goal of supporting in‑
novative research projects aimed at advancing scientific knowledge in the field of AI and having a 
tangible impact on society in economic and social terms. More than €6 million have been allocated 
by the Foundation for the implementation of eight projects from these two calls. The innovative 
element of the calls, in line with the Foundation’s mission, was to encourage the applicants (the 
project leaders are research departments of Italian universities) to develop research projects in the 
field of AI on specific topics of interest for the development of the territory and the well‑being of 

Figure 11.2 Entry points for foundations to support AI enhancement and external initiatives.
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society. Moreover, the eight winning projects cover different topics and challenges, highlighting 
the great potential of AI in predictive analysis, education, risk management, and the improvement 
of various sectors such as healthcare, culture, and education.

As another example, The Evens Foundation dedicated the 2023 edition of its annual arts prize 
to exploring artistic practices that critically engage with AI. Hence, the foundation provided a plat‑
form for artists to express, explore, and question the implications of AI on democracy, creativity, 
and the human‑machine relationship. This form of philanthropy goes beyond mere financial sup‑
port; it cultivates a space for creative and intellectual exploration, encouraging diverse perspec‑
tives and critical thinking.

3.3 Challenges in adopting AI and data science  
practices in philanthropic foundations

The interest in adopting AI in the philanthropic sector is not without its challenges. This section 
explores some of the challenges that philanthropic organizations face. Successfully overcoming 
these challenges could make the difference in whether or not AI and data science are adopted by 
philanthropic organizations.

3.3.1 Lack of skilled talent

Having the right people working in philanthropic organizations is crucial to the success of the or‑
ganization’s operations. The same is true for data science and AI technologies. Previous research 
has shown that data analysts are widely available for basic reporting and analysis, but much less 
so for more sophisticated data handling (Farmer et al., 2023). As AI, data science, and, indeed, 
technology as a whole have advanced at an unprecedented rate, there is a limited workforce avail‑
able to work in the most cutting‑edge technologies. It is a simple case of supply and demand, and 
the result is a shortage of talent at a higher cost (Janssen, 2022). When it comes to finding highly 
skilled talent, it can take a long time to find the right talent, which inevitably comes at a cost.

In this analysis, it is clear that philanthropic organizations often lack the internal capabilities 
to perform sophisticated data processing using AI in a feasible way. We found that the type of 
data‑related activities undertaken serves as an effective proxy for the maturity level of the organi‑
zations themselves. While 15 out of 24 foundations (63%) have data analysts as part of their team, 
this certainly does not account for a particularly high level of sophistication in terms of data ma‑
turity (see Figure 11.3). The high presence of data analysts is not surprising, given the prevalence 
of activities related to descriptive data analysis and reporting, as described above. In fact, when 
looking at the figures of other roles within these organizations, a clearer picture emerges of the lack 
of maturity of these organizations by observing who their data workers are. As anticipated, roles 
such as data scientists (4, 17%), data engineers (4, 17%), and data visualization experts (3, 12%) 
are relatively uncommon within the foundations surveyed. This reflects a broader trend of a lack 
of sophisticated data processing, such as predictive models and machine learning, currently being 
implemented in the philanthropy sector. However, this is only a snapshot of the current state of 
play of philanthropy and AI in terms of respondents’ employment patterns.

Three out of the 24 foundations surveyed (17%) confirmed the presence of a chief data officer 
(CDO) in their organization. While this number may seem to indicate little more than a lack of 
dedicated leadership behind philanthropic organizations’ data, a closer look at the organizations 
that employ professionals in such positions provides an interesting snapshot of who is behind the 
data in these organizations. Interestingly, two of the three CDOs in the sample are employed by 
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foundations with banking origins. This intriguing finding suggests a possible correlation between 
the foundation’s historical background and the presence of a CDO. Foundations with banking 
origins often inherit a data‑centric culture, stringent compliance requirements, and complex data 
ecosystems from their parent banking institutions. These factors may necessitate the creation of a 
CDO role to oversee data governance, compliance, and strategic use of data, and importantly, this 
shows that these positions may not have been created by the philanthropic organizations them‑
selves, but rather they were already established in the incumbent organization. This raises the 
question of whether or not any philanthropic organizations have taken the leap and provided any 
substantial evidence of truly supporting the treatment of data in their organizations beyond these 
few that have come from the for‑profit sector. In this regard, there is encouraging evidence that 
some foundations, particularly those with recently established functions, are actively recruiting 
data scientists.

3.3.2 Safety and regulation

The development in official legislation regarding the use of AI is still ongoing (Helberger & Diako‑
poulos, 2023). The European Union is at the forefront of establishing a pioneering legal structure 
known as the AI Act, which represents a significant step forward in regulating the development 
and application of artificial intelligence (Veale & Zuiderveen Borgesius, 2021). This groundbreak‑
ing legislation emphasizes enhancing data integrity, ensuring transparency, maintaining human 
oversight, and enforcing accountability across diverse sectors. In particular, it focuses on address‑
ing ethical concerns and the challenges of implementing AI technologies. An important aspect of 
this legislation is the introduction of recent amendments that impose restrictions on the use of AI 
in biometric surveillance and require generative AI systems such as ChatGPT to explicitly identify 
AI‑generated content. The AI Act introduces a risk‑based classification system for AI applications, 

Figure 11.3 Overview of internal, external, and absent data roles in foundations.
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separating them into different tiers. Systems that pose limited risk are subject to fewer regulatory 
requirements, while those classified as high‑risk must adhere to strict protocols, including exten‑
sive testing, detailed documentation of data quality, and robust human oversight.

The Act encompasses regulations for general‑purpose AI systems and establishes specific pen‑
alties for instances of non‑compliance. This structured approach not only provides a clear regu‑
latory framework for AI systems but also instills greater confidence in organizations looking to 
explore and invest in AI ventures. When we think about philanthropic organizations – organiza‑
tions that inherently act for the public good – it is difficult to deploy such novel technologies with‑
out an adequate level of safety in place. For example, if partnership information is misused by AI 
technologies, it could be detrimental to the existence of the organization that took the risk of using 
it. In such a case, it is understandable how difficult it is to weigh up the pros and cons of taking a 
chance on novel technologies such as artificial intelligence.

3.3.3 Environmental impact

Fighting climate change is a core tenet of many philanthropic organizations. Such organizations, 
fighting for this cause, must act in ways that support the cause itself. That is, an organization that 
seeks to prevent and mitigate the effects of climate change must itself be environmentally con‑
scious, at least to a significant degree. To do otherwise would undoubtedly be detrimental to the 
institution’s reputation. With this in mind, we need to consider the environmental impact of AI 
and, by extension, data. It is no secret that data centers require colossal amounts of energy to oper‑
ate, given the rapid growth of data used worldwide. The consequences of this can also be seen in 
the process of training AI models. According to researchers at OpenAI researchers – the founding 
company of the now world‑famous LLM ChatGPT – the amount of computing power required to 
train advanced AI models has doubled every 3.4 months, and current projections show that the 
ICT sector may contribute to 14% of global CO2 emissions by 2040. An MIT study compares the 
CO2 emissions of human life to other sectors, including U.S. cars and the training of AI technolo‑
gies (Hao, 2019). In this study, Strubell et al. (2019) acknowledge the significant emissions pro‑
duced by training AI technologies during a life cycle training assessment, which was equivalent 
to 626,155 lbs of carbon. Philanthropic organizations cannot simply ignore these environmental 
impacts of AI as promoting sustainability outweighs the pursuit of short‑term productivity gains. 
Therefore, they approach the adoption of AI with caution, thoroughly assessing environmental 
risks and waiting for measures to mitigate them, rather than hastily joining the AI trend without 
consideration of its ecological footprint.

3.3.4 AI and data science are a non‑core activity

Invariably, philanthropic organizations actively pursue private investments for the public good. 
As we know, this can vary in its application across the sector, and there are both operational and 
non‑operational philanthropic organizations. Regardless, the primary focus is on the public benefit 
in a given area. Therefore, a significant portion of a philanthropic organization’s time is actively 
spent in this direct pursuit of establishing a means to benefit the public in a given area. Often, there 
is little time to build the infrastructure to support new ways to achieve the same goal of acting for 
the public benefit. AI and data science could act as an accelerator for such an avenue, but it comes 
at the expense of time, resources, and human power that nonprofit organizations simply do not 
have most of the time. As a result, data science is often treated as a non‑core activity, and rather 
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as something that is subsidiary to other activities in the organization. This may explain why the 
philanthropic organizations that use data science in their operations often do so externally. In other 
words, this aspect of the organization is outsourced, or handled externally by a third party. While 
this is not necessarily a negative activity in itself, it does result in a lack of in‑house exposure to 
data science. Subsequently, the skill set to work with advanced technology is missing from the or‑
ganizations, and no experience is gained from the process. As a result, philanthropic organizations 
do not build on their sophisticated technological experience in favor of the external management 
of these processes.

3.4 Exploring the unknown safely

Data science and AI are used most extensively in research, with a total of 13 (78%) out of the 18 
foundations responding to this question (see Figure 11.4). This is not surprising, as universities 
and specialized research centers are expected to be among the primary partners for foundations, 
as the highest and most cutting‑edge expertise is typically found in academic institutions. Future 
research will undoubtedly need to explore the ways in which research interfaces with data sci‑
ence and AI (field projects, experiments, proof of concepts, scholarships, etc.). The application of 
these technologies by the foundations surveyed in environmental (39%), cultural (33%), and so‑
cial (33%) contexts is also noteworthy. While their application to healthcare (17%) and education 
(11%) is less common, the limited number of responses suggests caution before drawing specific 
conclusions. As such, further longitudinal studies in this area are needed to gain broader insight 
into the overall patterns of philanthropic funding for AI initiatives. This would allow us to get a 
better picture of what the philanthropic community considers most urgent in this area.

Figure 11.4 Thematic distribution of AI applications in foundations.
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When asked about the outlook for the use of data science and AI in their organizations, 18 of 
the 22 respondents who answered the question (89%) anticipated an increase over time. In this 
case, we can see that the survey respondents have a largely positive belief that data science and 
AI will increase over time in these organizations. This finding is consistent with previous find‑
ings in this chapter, which show the largely exploratory nature of data science and AI activities in 
philanthropic organizations. Additionally, the overwhelming majority of positive responses may 
indicate that this move toward more complex treatment of data, decision‑making, processes, etc., 
may be inevitable given the relatively basic current data practices of philanthropic organizations.

The survey also asked why respondents anticipated such an increase, and their responses re‑
vealed several distinct motivations. A common theme among respondents was the expectation that 
data science and AI will significantly improve their program evaluations and deepen their under‑
standing of societal needs. Foundations see the potential to scale their operations, particularly by 
expanding into new geographic areas. As their beneficiary base increases, so does the complexity 
of data analysis. Foundations believe that AI and data science can provide strategic insights to ef‑
fectively manage this complexity, enabling them to scale their data‑driven initiatives and meet the 
evolving needs of the populations they serve. This prospect of inexorable adoption of AI and data 
science within philanthropic organizations is a finding that is not unique to this study. This is not 
a question of “if” but “when” these technologies will be implemented (Mönks & Ugazio, 2020).

4 Discussion and recommendations for practice

In addition to the survey findings, we had the opportunity to present our preliminary results to a 
group of data scientists, from whom we gathered insights that enriched our interpretation of the 
data. Furthermore, we engaged in focused discussions with program staff from various European 
foundations to comprehend their perception of AI. This included exploring the extent of AI in‑
tegration in their daily operations, the nature of conversations they have with their foundation’s 
leadership and gaining deeper insights into the internal barriers to AI engagement (as recapitulated 
in Box 11.1), concerns, and potential recommendations to address these issues. This section will 
summarize these additional insights and recommendations, from both data scientists and program 
staff from European foundations.

At this early stage of AI adoption, foundation staff are aware of AI advances but lack a com‑
prehensive understanding of these technologies and their various applications; in other words, 
they lack basic AI literacy. Philanthropy practitioners are increasingly integrating AI tools, such 
as ChatGPT, into their daily work routines on their own. These tools are being used for a variety 
of tasks, including drafting emails, condensing detailed meeting reports into concise summaries, 
and assisting with annual reports, often with a limited understanding of the tool’s full capabili‑
ties and implications, particularly in terms of handling personal data. A significant aspect of this 
trend is the widespread use of free versions of these AI tools. This choice is driven by a lack of 
institutional adoption within organizations, leading practitioners to seek out readily accessible op‑
tions. Free versions run the risk that the data processed by these tools, which may be sensitive or 
confidential, becomes a form of currency for the service provider. The eagerness to embrace AI 
for its efficiency and convenience is not being matched by corresponding advances in organiza‑
tional policies and governance structures. This discrepancy leads to a notable gap in oversight and 
control. Without proper governance, the use of these tools can pose risks related to data privacy, 
security, and  ethical use.
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Foundation leaders recognize the need to develop policies to guide their teams’ use of AI. How‑
ever, the absence of a deep understanding of AI technologies makes policy development daunting. 
One way to overcome this challenge could be to share various policies aimed at creating better 
safeguards and procedures for using AI across the organization. One approach that is gaining trac‑
tion is the use of closed‑circuit systems, which are self‑contained AI systems that operate within a 
restricted or internal network. They do not interact with external systems or the broader internet, 
thus offering enhanced security and control. This model is particularly appealing to foundations, 
but often, they face hurdles in understanding and implementing such systems.

Another concern is the dependency of foundations on tools provided by major tech corpora‑
tions like Microsoft. This reliance contributes to a landscape where a few large entities wield dis‑
proportionate control over technologies that will affect all of humanity. In this context, exploring 
alternatives becomes crucial. Are there concerted efforts to seek out tools from providers with a 
more explicit social impact agenda or those committed to open‑source development? Such diver‑
sification not only fosters a more equitable AI ecosystem but also aligns with the foundation’s 
broader social objectives.

As more foundations integrate AI into their operations, a thorough and proactive approach to 
addressing the ethical dimensions of this technology becomes crucial. The reinvention of grant 
application processes through AI, a topic that has been widely discussed in various publications, 
has yet to be critically examined from an ethical standpoint. This oversight is alarming, especially 
given the risk that AI systems may perpetuate or amplify societal and systemic biases. Of par‑
ticular concern in this ethical landscape is the potential adoption of deceptive design strategies 
in the digital interfaces used by foundations, such as their websites and grant application portals. 
Predominant in the commercial sector, deceptive design involves crafting user interfaces that 
subtly manipulate or coerce users into making decisions that may not be in their best interests. 
These practices are especially detrimental to vulnerable populations and are troubling in light of 
the current gaps in EU regulations that inadequately address such deceptive tactics.

Many foundations fund AI projects, yet the extent of due diligence exercised in evaluating the 
ethical implications of these initiatives remains a pivotal question. Moreover, foundation leaders 
must be wary of the risks associated with “bad AI,” such as the proliferation of deepfakes. These 
technological manipulations pose a real threat to the trust and communication between grantmak‑
ers and grantees, potentially undermining the foundations’ credibility and effectiveness.

Divergent views on the use of AI are prevalent across foundation boards. Some members per‑
ceive the integration of AI as “immoral,” highlighting a significant split in strategic thinking.  

Summary Box 11.1 Internal Barriers

• Foundation staff are aware of AI advances but generally lack deep understanding and AI literacy, 
resulting in hesitancy to integrate AI tools in their operations.

• The reliance on free AI tools by foundation staff without institutional support puts sensitive data at 
risk, highlighting a gap in organizational policy and governance.

• While recognizing the need for AI policies, foundations struggle with their development and secure 
implementation due to limited AI technology understanding.

• The philanthropic sector’s risk‑averse nature limits its engagement in AI innovation compared to 
venture capital‑backed enterprises, despite aspirations for innovation.
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On one side, there is a faction that advocates a cautious approach that emphasizes risk mitigation 
from the beginning. In contrast, another group endorses a more audacious strategy, favoring action 
first and assessing risks later. These contrasting perspectives not only reveal different attitudes to‑
ward AI but also reflect a broader spectrum of foundational principles and decision‑making philos‑
ophies within these organizations. For foundation staff navigating these divergent views, the way 
forward is to advocate for a culture of open dialogue and balanced decision‑making, emphasizing 
the importance of ethical considerations and societal impacts of AI, as well as risk assessments. 
This approach would include regularly updating policies to reflect the evolving nature of AI and 
its implications and conducting ethics audits while also encouraging risk‑averse and risk‑tolerant 
practices. AI literacy training for all board members can also help demystify the technology, lead‑
ing to more informed and nuanced discussions.

Philanthropic organizations have expressed a profound sense of responsibility toward the ethi‑
cal and responsible use of AI and data science. They are waiting for clearer regulations and moni‑
toring the emergence of measures to address these issues. This reflects a cautious and thoughtful 
approach, indicating that foundations are not simply jumping on the AI and data science band‑
wagon, but are considering these technologies in the broader context of ethics and responsibility. 
At present, the European Union (EU) is in the process of developing the world’s first comprehen‑
sive legal framework, known as the AI Act, to regulate AI’s development and use as mentioned 
above. While this is an opportunity for foundations, their limited awareness of the Act’s specifics 
leaves them unprepared. Moreover, the Council of Europe’s AI Treaty, which includes both EU 
and non‑EU signatories, often escapes their attention. Once ratified, this treaty will require foun‑
dations’ focus, primarily because it addresses AI from a human rights perspective, which differs 
from the more common consumer protection perspective. This development provides foundations 
with an opportunity to amplify their influence in the broader societal context, especially amidst 
the rapid developments in AI. Foundations, often perceived as “neutral” entities, may not fully 
recognize their significance for policy processes. This perception can obscure the critical role they 
play. Foundations need to be more proactive in understanding and preparing for such legislative 
changes to shape the use and governance of AI technologies.

The advancement of AI is being driven by a confluence of factors, including experimentation 
spaces, risk‑taking attitudes, iterative learning approaches, venture capital, and big language mod‑
els. Experimental spaces provide a fertile ground for testing new ideas, allowing AI researchers 
and developers to push the boundaries of what’s possible. Risk‑taking is essential to AI develop‑
ment, because it encourages the exploration of uncharted territory, often leading to groundbreak‑
ing innovations. Iterative learning approaches, crucial in both the development of AI algorithms 
and their practical applications, enable continuous improvement and adaptation. Venture capital 
plays a pivotal role in providing the necessary financial resources and support, fueling startups and 
established companies alike in their quest to advance AI technologies. Big language models, like 
GPT‑4, are a testament to the progress of AI, demonstrating the remarkable capabilities of machine 
learning to understand and generate human‑like text.

In contrast, institutional philanthropy, while often aspiring to be innovative and flexible, faces 
certain challenges when it comes to embracing these elements in the realm of AI. By nature, 
philanthropic organizations tend to be more risk‑averse than venture capital‑backed enterprises, 
as they are accountable to donors and stakeholders who expect reliable, tangible results. This 
conservatism can sometimes limit their ability to invest in high‑risk, high‑reward AI projects. 
However, some philanthropic entities are increasingly recognizing the transformative potential of 
AI and are beginning to take a more adventurous approach. They are investing in AI research, sup‑
porting AI for social good initiatives, and partnering with academia and industry to leverage AI for 
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philanthropic goals. However, compared to the venture capital world, philanthropy’s engagement 
with AI is generally more cautious and often lacks the aggressive risk‑taking and rapid iteration 
that characterize the most dynamic sectors of AI development.

5 Conclusion

This chapter has explored the intersection of data science, AI, and philanthropy, showing the larger 
implications for other fields of study and how it may affect the philanthropic sector as a whole. 
The research has revealed a heterogeneous landscape, with varying levels of maturity and a mul‑
titude of experiences among the two organizations surveyed. In general, the philanthropic sector 
currently exhibits a strong but basic level of data proficiency, with data‑related tasks typically tak‑
ing the form of reporting and dashboarding. Effective and high‑functioning AI tools are critically 
dependent on robust data management practices, a step many organizations have yet to take. Addi‑
tionally, foundations with data science teams often face resource constraints and heavy workloads. 
Successful integration of AI tools, underpinned by reliable data, requires the standardization of 
processes throughout an organization.

It was found – both among respondents to the study and in the broader literature on the subject –  
that a large proportion of philanthropic organizations anticipate, and indeed desire, a push toward 
advanced data science and AI. The many benefits of these capabilities are well established, and 
despite the seemingly low current adoption of such technologies, this is not an indicator that the 
sector will remain in situ when it comes to innovating with data science or AI. Moreover, there are 
promising signs that the philanthropic sector is already moving in this direction. There are strong 
indications that the use of data science and AI technologies may well be in store for philanthropic 
organizations in the near future.

The rapid advancement of AI is fundamentally driven by several key factors: experimentation 
spaces, risk‑taking, iterative learning approaches, venture capital, big language models, and exten‑
sive data sets. Experimentation spaces provide the essential playground for AI researchers to test 
and refine their theories and models. Risk‑taking is an integral part of this process, as it allows for 
the exploration of uncharted territory in AI, leading to groundbreaking innovations. Iterative learn‑
ing approaches, a cornerstone of AI development, enable the continuous improvement of algorithms 
through successive refinements. Venture capital plays a crucial role in providing the necessary fund‑
ing for ambitious and often high‑risk AI projects, bridging the gap between theoretical research and 
practical application. Big language models and extensive data sets are the backbone of modern AI, 
providing the vast information and complex structures needed to train sophisticated AI systems.

When examining the role of philanthropy in AI development, its alignment with these key 
factors varies. Philanthropic organizations often claim to be risk‑taking, innovative, and flexible, 
but the extent to which they embody these characteristics in the area of AI is mixed. While some 
foundations have been instrumental in funding AI research, particularly in areas that may not im‑
mediately attract commercial interest but have high potential for social good, many others have 
taken a wait‑and‑see approach.

In terms of data, philanthropic organizations often own or have access to valuable data sets 
that could greatly benefit AI research, especially in areas such as healthcare, education, and social 
welfare. However, the potential of this data for AI purposes is not always fully realized. There is a 
growing recognition of the potential to use this data for the public good, but challenges remain in 
terms of data privacy, ethical considerations, and technical capabilities. The successful use of this 
data by philanthropy could make a significant contribution to the advancement of AI, particularly 
in applications aimed at societal benefits.
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12
DIGITALIZATION OF SWISS 

NON‑PROFIT FOUNDATIONS
The potential role of AI from a  

cross‑sectoral perspective

Aline Kratz‑Ulmer and Hubert Halopé

1 Introduction

Digitalization continues to have a major impact on all aspects of our lives. It has proven to cre‑
ate value in various ways, such as increasing convenience, reducing communication costs, and 
enhancing economic efficiency. Digital technologies have the potential to equally generate value 
for non‑profit foundations in Switzerland. Digital transformation (DT), which entails using digital 
technologies in all areas of society, including health, work, and transportation, is part and parcel of 
this paradigm shift from a “paper culture” to a “digital culture” in which physical documents are 
gradually being phased out. Swiss foundations have also been caught up in DT – or digital revolu‑
tion. However, it is essential that the changeover makes sense and serves the foundation’s purpose 
without complicating the task of fulfilling their mission or being too costly.

How a foundation chooses to approach this digitalization process will depend on its size and the 
activities it is involved in – a foundation with just a few board members that makes a small number 
of donations each year may want to take a different approach than a larger foundation with staff,  
a management team, and institutional partners.

This chapter consists of four parts. First, after giving an overview of the role and functioning of 
traditional charitable foundations in Switzerland, this chapter looks at the opportunities and risks 
of DT for foundations, considering industry insights. Second, this chapter looks at the potential 
value generated by AI for foundations, including the additional risk dimensions it brings. Third, it 
discusses the future of AI in philanthropy from a realistic and pragmatic perspective. In the fourth 
and final part, we will summarize the results and analyze how foundations can position themselves 
in this constantly evolving environment.

2 DT and Swiss non‑profit foundations

2.1 Overview of foundations in Switzerland

Foundations play an important role in Switzerland, representing an annual distribution volume 
of CHF 1.5–2 billion. Switzerland is also one of the most “foundation‑rich” countries in Eu‑
rope. There were more than 13,790 traditional foundations at the end of 2022, and their numbers 
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continue to grow steadily. It is still the case that roughly one foundation is created every day in 
Switzerland. Foundations are being set up throughout the country, although some regional differ‑
ences exist. The canton of Zurich has the most foundations in absolute terms (2,225), followed by 
Bern (1,409) and Vaud (1,374). The canton of Geneva could soon be in the top three cantons due to 
the large number of new foundations being created over the past two decades. With +63, the canton 
of Geneva saw the highest number of new foundations in 2022. The canton of Zug also stands out 
because a large number of crypto foundations have been established there, most of which indicate 
a charitable status in their articles of purpose (Jakob et al., 2023, p. 7).

Alongside other factors, such as prosperity and political stability, the liberal legal framework 
is one of the main reasons for the flourishing Swiss foundation landscape. The Swiss foundation 
sector is growing, but it is also constantly evolving, and new approaches are being developed to 
ensure that the freedoms benefiting foundations remain up‑to‑date and reasonable (Harold Grü‑
ninger, Art. 80 N 9 in: Basler Kommentar Zivilgesetzbuch I, Geiser, Thomas (Hrsg.); Fountoula‑
kis, Christina (Hrsg.)).

2.1.1 Legal principles

Foundation law is governed by Articles 80–89a of the Swiss Civil Code, which states that founda‑
tions are established through the endowment of assets for a specific purpose. Foundations are also 
legal entities according to Article 52 of the Swiss Civil Code. While they can be defined as having 
personalized, special‑purpose assets, the focus is on the purpose rather than the assets themselves, 
which are means to an end (Hans Michael Riemer, ST N 22 in Berner Kommentar zum schweizer‑
ischen Privatrecht, Die Stiftungen Art. 80‑89c ZGB), (Aebi‑Müller & Müller, 2020).

Swiss foundation law distinguishes between a “general form” of foundation and “special 
forms.” The general form – in a sense, the basic form – is usually referred to as a classic, ordinary, 
or normal foundation. Most classic foundations have an idealistic purpose (BK‑Riemer, Hans 
 Michael Riemer, ST N 25 and 26). They fulfill important functions in the interests and for the ben‑
efit of the general public in areas such as social welfare, healthcare, science, research, education 
and training, art and culture, and development aid (Sprecher, 2017).

Special forms of foundations include family foundations (Articles 52.2, 87, and 335 of the Civil 
Code), ecclesiastical foundations (Articles 52.2 and 87 of the Civil Code), and pensions funds 
(Article 89a of the Civil Code). These foundations differ from ordinary foundations in terms of 
their purpose, as well as in other respects. There are also mixed foundations (BSK‑ZGB I‑Harold 
Grüninger, Art. 80 N 3).

The foundation’s form must be stipulated in its charter, and its purpose is a central part of it. 
In practice, a number of other forms of foundations have emerged that are not regulated by law. 
Several attempts have been made in the literature and in practice to categorize them in terms of 
terminology, type, and various legal, economic, and other aspects (Sprecher, 2017).

A distinction can also be made based on the foundation’s assets. Large foundations have as‑
sets of over CHF 50 million, while small foundations have assets of less than CHF 10 million. 
Medium‑sized foundations are in between (Sprecher, 2017). The following reflections refer, in 
particular, to the situation for Swiss non‑profit foundations.

2.2 Definition

Before deep diving into the positive and negative impacts of DT for organizations, as well as key 
enablers and blockers to tapping into the full value potential, this section is dedicated to defining 
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related concepts: digitization, digitalization, and DT. This is even more important given the wide‑
spread confusion and interchangeability of these “concepts.” A mere implementation of technol‑
ogy is not enough to label something as DT, especially if the technology is unused or does not 
deliver the intended impact (Kane, 2017).

Aras and Büyüközkan (2023) define digitization, digitalization, and DT as “three stages of 
digital advancement in organizations.” Cordery et al. (2023) argue that digitization has the “low‑
est impact on systems and identity change,” being simply a “transition from analog to digital 
services with a 1:1 change in the delivery mode and the addition of a technological channel of 
delivery” (Cordery et al., 2023). Digitalization, on the other hand, focuses on changing processes 
in addition to digitizing existing processes (Cordery et al., 2023). Cordery et al. (2023) elaborate 
on this with an example of non‑governmental organizations integrating online donations or using 
Enterprise Resource Planning (ERP) to coordinate volunteers and supplies. Eventually, DT takes 
a broader and holistic approach by changing its value proposition and integrating a “digital‑first 
approach” that includes “user”‑ and “tech centricity.” Cordery et al. (2023) unpack this further 
by characterizing DT as going beyond digitalization toward adapting organizational policies and 
creating “new digital services” such as creating “new ways to engage with beneficiaries (…) or 
using artificial intelligence” to increase impact. Kane (2017) deep dives into the conceptualiza‑
tion by highlighting DT as organizations adopting processes and practices that equip them to 
compete “in an increasingly digital world,” i.e., “how your business responds to digital trends 
that are occurring whether or not you initiated them, like them, or want them.” In fine, Vial 
(2019, p. 133) calls for further research to confirm the view that considers DT as an evolution of 
“IT‑enabled transformation,” given “the scale, the scope, as well as the speed associated with the 
DT phenomenon.”

2.3 Opportunities and risks of DT – insights from the private sector

Undoubtedly, digital technologies are increasingly impacting the modus operandi of organizations 
across sectors (i.e., non‑profit, public, and private sector) (Cordery et al., 2023). Given the unique 
set of core stakeholders in each sector, DT’s opportunities and challenges remain naturally distinct 
across the non‑profit, public, and private sectors. That said, there are useful cross‑sector learnings 
applicable to organizations. Given the larger amount of research and use cases on DT in the private 
sector (Cordery et al., 2023), this section draws mainly on private sector insights to inform the 
discussion on opportunities and challenges of DT in the philanthropic sector.

If done right, DT can unlock significant organizational value, from financial efficiencies to 
productivity gains and increased innovative capabilities (Cordery et al., 2023; Forth et al., 2021; 
Vial, 2019). According to Forth, De Laubier, and Charanya (2021), “digital leaders achieve earn‑
ings growth that is 1.8 times higher than that of digital laggards – and more than double the 
growth in total enterprise value.” BCG (2021) further states that digital technologies offer pro‑
ductivity gains and enable better customer experiences, opening up new business opportunities. 
IoT, automation, and data analytics can optimize business processes and reduce slack. Moreover, 
digital technologies can enable businesses to offer seamless omnichannel customer experiences 
and nurture a closer relationship with customers by cutting out intermediaries and leveraging 
personalized data. For example, airlines such as KLM are leveraging social media for communi‑
cations and distilling customer needs (Vial, 2019). Similarly, digital technologies are associated 
with innovativeness (Vial, 2019). Not only can it render businesses more agile and adaptable and 
prepare them for future technological change (Forth et al., 2021), but it can also revamp entire 
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business models and value propositions. Spotify and Netflix, for instance, reshaped the music 
industry and movie industry, respectively, by leveraging digital technologies, especially big data 
and analytics (Vial, 2019).

2.4 Key enablers and blockers for a successful digital transformation

There are multiple factors to consider when undergoing DT. Various practitioner resources and 
academic articles point to the importance of a digital mindset and culture. This can manifest in 
various ways, such as adopting an agile approach when deploying digitally powered processes and 
innovation, where teams are incentivized to experiment at a small scale before scaling throughout 
a department or product line. This approach requires a shift in culture, mindset, and leadership, 
where failure is embraced and seen as learning (Forth et al., 2021). Arpe and Kurmann (2019) list 
key success factors such as “top management support, cross‑functional collaboration, flatter hier‑
archies, and intensified people management.” Vial (2019, p. 129) supports this by saying that “or‑
ganizational leaders must work to ensure that their organizations develop a digital mindset while 
being capable of responding to the disruptions associated with digital technologies.” Appointing a 
C‑suite dedicated to DT, such as a chief digital officer, already signals the strategic embedment of 
DT as well as C‑suite buy‑in (Vial, 2019).

In addition, change management practices are crucial to ensure employees’ buy‑in. This may 
mean launching up/re‑skilling programs for staff or adapting hiring practices to meet new skills 
needs that may arise from DT. Vial (2019, p. 129) also argues that DT leads employees to “assume 
roles that were traditionally outside of their functions.” Change management is even more impor‑
tant, given that resistance from users and affected stakeholders (e.g., employees, beneficiaries and, 
suppliers) may lead to the failure of DT.

Equally important are the rising risks and negative effects of DT. Vial (2019, p. 137) calls on 
ethics to play a critical role in addressing situations where “one party’s needs do not happen at 
the expense of others” such as “granting more access to data to one party might be perceived as a 
break of security and privacy by another.”

Data privacy, security, and inclusion should be guaranteed, as not doing so may result in sig‑
nificant negative outcomes, from financial loss to damage to brand image. One example is the 
2017 global cyberattack that hit organizations worldwide, such as Renault, Germany’s railway, 
and British hospitals – causing massive disruptions, from halting production to passenger disrup‑
tions and delays in patient care (France24, 2017).

Even though there are evidently adverse monetary effects on organizations incurring a cyberse‑
curity break, Makridis’ (2021, p. 1) research interestingly finds that “only the largest and most sali‑
ent data breaches are associated with declines in intangible capital, whereas others are associated 
with statistically insignificant, but economically meaningful, increases in intangible capital.” Sepa‑
rately, a lack of data inclusion may lead to biased results and dramatic consequences if we look, 
for example, at law enforcement or the healthcare sector (Burke, 2024; Mittermaier et al., 2023).

In the same context, DT impacts organizational processes and, with it, specific job tasks, which 
ultimately impact jobs and, hence, people. Effects on people should be addressed to avoid un‑
necessary job alteration or loss without proper training, people management, and communication.

Given the potential positive and negative effects of DT, how can organizations measure the 
success of their DT efforts? BCG (2024) finds a “correlation between digital maturity [DM] and 
digital transformation success.” Aras and Büyüközkan (2023, p. 3) define DM as the “state in 
which an entity’s digital technology has transformed its activities, skills engagement, and business 
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frameworks,” showcasing the importance of DM to assess the success of DT. There are multiple 
ways to measure DM levels in an organization (e.g., Aras & Büyüközkan’s gap analysis exercise 
2023; BCG’s DM assessment frameworks 2024).

3 Enhancing foundations’ efficiency and impact through digitalization

3.1 Overview

Today, many grant‑making foundations are working on implementing digitalization in their 
day‑to‑day work, such as application management. The aim is to gradually replace paper with 
efficient, comprehensive electronic grant management databases. By switching to digital pro‑
cesses, the number of work steps can be reduced (as is also the case in other sectors). For ex‑
ample, specific software can clearly reject unsuitable applications, and interim and final report 
reminders can be sent automatically. This frees up resources that can then be used to address 
more value‑adding tasks, such as refining the funding strategy. In addition, to providing support 
in processing grant applications, computer software can also be used to measure the impact of the 
supported project or projects initiated by the foundations themselves and to clarify information 
through  pre‑ programmed communication channels if there are ambiguities regarding the origin of 
cash funds or issues with applicants, for example. These programmed tools also help strengthen 
foundation governance, meaning that digitalization can also serve as an enabler here.

However, switching to a new system can also involve much effort and create pitfalls that 
no one may anticipate. There can be pitfalls in terms of data protection; foundations should 
define the areas in which they process personal data and, in particular, identify their data pro‑
tection‑relevant fields of action. It may be advisable to consult a specialist (Kratz‑Ulmer & 
Schudel, 2020, p. 24).

Finding the right software for a foundation is no easy task, with various standard products 
on the market offering different functions. Some products focus on impact measurement, while 
others focus more on document management or event organization. Many tools offer common 
features such as automated interfaces for payment transactions, simplified analyses for accounting 
purposes, structured storage of PDFs and other file types, or include standardized components to 
spread development costs over a larger number of foundations. However, many foundations have 
developed particular processes and procedures over time and prefer solutions that are as custom‑
ized as possible. These diverse requirements can give rise to areas of tension (Kratz‑Ulmer & 
Schudel, 2020).

3.2 Digitalization within foundations

Digitalization requires much work, particularly in terms of project management. It brings chal‑
lenges, especially when transferring existing data to other programs (e.g., IT migration, where data 
must not be destroyed or falsified). Employees may also have to change their work habits. None of 
this happens overnight. The foundation board must, therefore, provide support for the changeover 
so that employees can get to grips with new document management and digital work methods. 
Over time, the information systems available will continue to develop and improve, allowing for 
the improvement of Swiss foundations (Kratz‑Ulmer & Favre, 2023).

Digitalization extends the foundation’s sphere of activity from the physical to the virtual. This 
enables the foundation to expand its projects more quickly and more widely. It also raises the 
foundation’s profile, which in turn benefits its projects.
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It is true that the acquisition and implementation of suitable software represent a cost. In the 
short term, that may be detrimental to fulfilling the foundation’s purpose. However, in the long 
term, the digitalization of foundation activities is likely to bring numerous advantages for founda‑
tion management, as described above (Kratz‑Ulmer & Schudel, 2020).

Various funding foundations in Switzerland have placed digitalization on their agenda as a 
funding topic. Probably the best‑known example of this is the internationally active “Fondation 
Botnar,” which is based in the canton of Basel and aims to improve young peoples’ live by promot‑
ing the use of AI and other digital technologies (Kratz‑Ulmer & Schudel, 2020).

The flip side of the digitalization coin is that digital systems are vulnerable to cyberattacks. The 
more systems and data move into the virtual space, the higher the risk of falling victim to such an 
attack. However, the attack surface can be minimized with appropriate security measures. In ad‑
dition, switching to digital structures always requires certain investments in hardware, software, 
personnel, and training. Another disadvantage is that some potential beneficiaries will no longer 
be able to contact grant‑making foundations because they do not have the digital equipment they 
need (Kratz‑Ulmer & Favre, 2023).

4 Safely leveraging AI in the non‑profit sector – insights from industry

4.1 Overview

In its publication, BCG (2021) emphasizes that organizations that go through a successful DT will 
become agile enough to “master continuous innovation” and hence will not have to undergo such 
transformation again. In this chapter, we argue that digitally mature organizations will have a lead‑
ing edge when it comes to becoming AI‑ready and AI‑mature organizations.

This chapter is based on the European Union’s definition of AI as stated in the EU AI Act, a 
multilateral effort to govern and regulate AI to harness its benefits, while mitigating its risks and 
unwanted disruptions.

Definition of AI in the EU AI Act Proposal:

‘[A]rtificial intelligence system’ (AI system) means software that is developed with one 
or more of the techniques and approaches listed in Annex I and can, for a given set of 
human‑defined objectives, generate outputs such as content, predictions, recommendations, 
or decisions influencing the environments they interact with.

(European Parliament, 2021, Article 3)

As pointed out earlier in this chapter, a digitally mature organization is an organization that is agile 
enough to react and respond to technological change, thus tapping into the full value potential 
of digital technology, while mitigating the risks associated with it. Similarly, as academics argue 
that DT is an “evolution of the IT‑enabled transformation” (Vial, 2019, p. 119), given its scale, 
scope, and speed, it can be argued that AI is an evolution of DT, especially given its scale, scope, 
and speed. Undergoing DT equips organizations with the right leadership and C‑suite buy‑in,  
a test‑and‑learn mentality, talent access, digital governance, and effective change management 
processes. In other words, AI is a stress test of an organization’s DM. A study by Greenstein (2019) 
confirms this by finding a significant correlation between DM and the beneficial use of AI. Further‑
more, the study shows that “digital leaders” are much more advanced in AI deployment and use.

Given that DT is a journey, an organization cannot tap into AI’s value potential without going 
through the previous stages of digitization, digitalization, and DT. In the same way that an infant 
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cannot suddenly become a middle‑aged person, there is a learning and adaptation process that 
takes experience and time.

There are various published resources stating concepts and definitions of “AI maturity.” Even 
though there are specificities related to AI, which this chapter deep dives into subsequently,  
the concepts are similar, if not identical, to DM. Vohra et al. (2022), for example, lay out AI 
maturity pillars such as strategy and sponsorship, data and AI core, talent and culture, and re‑
sponsible AI – all of which are essentially as critical for DT in terms of data hygiene, data access, 
procurement, and governance. This shows that a digitally mature organization organically shows 
AI‑ readiness and that it can move along the DM curve toward AI maturity more easily.

4.2 AI adoption in industry

Not only did AI become a central part of public debates highlighting its tremendous value potential 
and its significant risks and challenges since the release of OpenAI’s ChatGPT, but it also triggered 
immense corporate investments. Chui et al. (2023a), from McKinsey & Company, predict that 
generative AI alone will add USD 6.1–7.9 trillion to the global economy across use cases thanks 
to productivity gains – with a total value add of AI to the global economy, including generative 
AI, amounting to USD 17.1–25.6 trillion. Corporate investment in AI is increasing and is expected 
to continue increasing (Goldman Sachs, 2023). In 2023 alone, the share price of Nvidia, which 
provides essential computing infrastructure for AI, rose by 239% (Tamny, 2024), rivaling Amazon 
as the fourth most valuable company (Vlastelica & Bloomberg, 2024), reflecting global demand 
for its Graphics Processing Units (GPUs) and other core AI infrastructure components. Equally 
impressive is the adoption rate of ChatGPT compared to other online platforms: ChatGPT reached 
1 million users in five days, while Netflix succeeded in doing so in 3.5 years (Buchholz, 2023).  
A year after the release of ChatGPT, Chui et al. (2023b) found that one‑third of their global survey 
respondents’ organizations were using generative AI regularly in at least one business function. 
Another report published by McKinsey (Chui et al., 2023b) states that “[a]bout 75 percent of 
the value that generative AI use cases could deliver falls across four areas: Customer operations, 
marketing and sales, software engineering, and R&D.” It further estimates that generative AI will 
impact all industry sectors and change how we work, causing major alterations in job tasks due to 
autonomy and productivity effects.

4.3 Risks and challenges

However, similar to other digital technologies, AI comes with risks and challenges. In addition to 
the downsides mentioned in the section above regarding DT, there are additional risks that come 
with AI‑powered decision‑making, content creation, and task automation. Regardless of the sector, 
any organization and user should be aware of AI risks and proactively have risk mitigation strate‑
gies and safety mechanisms in place.

Bias. As AI algorithms learn from data, any skewed or non‑representative database will cause 
AI systems to produce biased outcomes. One typical example is Amazon Inc.’s hiring tool, which 
was taken offline once it showed obvious bias against female applicants. The reason was the 
historical employee datasets on which the AI algorithm was trained, which was male‑dominated, 
hence the repercussions on the AI‑generated output (Dastin, 2018). More dramatic cases include 
the false imprisonment of US citizens as a result of the wrong output generated by facial recogni‑
tion technology used by the police (Johnson, 2022).
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Transparency. Additionally, AI systems are often described as “black box algorithms” given the 
complex mathematical calculations that are often impossible to backtrack. Given the complexity of 
the output process, there needs to be some degree of transparency for impacted stakeholders to back‑
track the logic of the output: for a use case and risk profile, users should be able to contest results.

Accountability. Just because some decisions might be “outsourced” to an AI system, this 
should not mean that responsibility and accountability are to be outsourced as well – on the con‑
trary, given the repercussions AI systems can have on citizens, users, and other stakeholders, a 
clear line of responsibility should be maintained.

Cyberattacks. The fact that cybercrime is increasing is not only due to the increasing digitali‑
zation of our lives but also due to AI lowering barriers of entry for cybercriminals (NCSC, 2024). 
Cyberattacks and their prevention are an additional cost burden for organizations. Robust mitiga‑
tion strategies are paramount to protecting organizations and potentially affected stakeholders.

Training. Fundamentally, AI literacy is of utmost importance in raising awareness about AI as 
a general‑purpose technology. Only through awareness of its opportunities and risks can citizens 
and organizations be part of the public AI discourse. In addition, there is a need for universities and 
schools to adapt their learning offerings to accommodate for an AI‑powered future.

Talent. Talent is key to empowering non‑profit foundations to tap into the potential of AI to ac‑
celerate their philanthropic mission and work. Unfortunately, there is a trend toward the brain drain 
of “AI talents” to big tech, which can offer salaries that no foundation can compete with. Not only is 
there a scarcity of AI talents, but there is also a global asymmetric competition to attract them. Hence, 
non‑profit foundations are often left with limited talent access. On the flip side, organizations should 
ensure equitable change management processes are in place to accompany any alterations that AI 
may cause to a job, to avoid job displacement, and to focus instead on re‑ and upskilling.

Infrastructure. Given the high costs and energy needed to train large language models 
(LLMs), only resource‑rich organizations such as Microsoft or Google can build their LLMs simi‑
lar to ChatGPT. Through licensing, it is increasingly possible to access generative AI at affordable 
prices, but the control over the training data, ethical guidelines, and algorithms remains in the 
hands of resourceful organizations.

Access. Furthermore, especially in the context of low‑resource organizations such as founda‑
tions, there is a more systemic question of equal access to AI and its promised opportunities. 
Unequal access to AI may cause a widening Global North‑South divide and a divide between 
resource‑rich and resource‑poor organizations and people.

Environment. Last but not least, training LLMs requires tremendous amounts of energy 
(Stokel‑Walker, 2023). More research and awareness are needed to hold LLM designers and us‑
ers accountable and to trigger governance mechanisms to reduce any activities that hinder the 
achievement of climate goals and the SDGs.

The above risks and challenges are far from exhaustive; however, they provide an idea of impli‑
cations and consequences when building and using AI. This paragraph also aims to trigger further 
discussion on various impact areas that AI has on organizations, and their diverse stakeholders.

4.3.1 AI governance

To tap into the value potential of AI while mitigating its risks, organizations need robust AI 
 governance – a set of frameworks, standards, and rules to ensure the safe, ethical, and legal use of 
AI. Various soft and hard governance frameworks are being published globally, and measures are 
being taken across countries, sectors, and organizations on both a voluntary and a mandatory basis. 
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Notable examples include the EU’s AI Act – “the world’s first comprehensive AI law” (European 
Parliament, 2023) on a multilateral level – which takes a risk‑based approach toward safeguard‑
ing the European Union’s citizens and democratic values. On a sectoral level, the Ada Lovelace 
Institute, an independent research institute, published an algorithmic impact assessment tool for 
AI in healthcare, which

aims to ensure that algorithmic uses of public‑sector data are evaluated and governed to 
produce benefits for society, governments, public bodies and technology developers, as well 
as the people represented in the data and affected by the technologies and their outcomes.

(Ada Lovelace Institute, 2022)

Last but not least, organizations such as Microsoft abide by self‑imposed AI governance principles 
(Microsoft Corporation, 2022). Other selected examples contributing to the AI governance land‑
scape are UNESCO’s Recommendation on the Ethics of AI, the US National Institute of Standards 
and Technology’s AI Risk Management Framework, and the White House’s Blueprint for an AI 
Bill of Rights. Given the multifaceted risks of AI, organizations need to have AI governance prin‑
ciples that reflect their type of organization and the potential risk/impact level they are navigating 
in. All this ensures the safe and ethical design, use, and deployment of AI systems.

4.4 Use of AI in foundations

4.4.1 Overview

The next stage after digitalization is the use of AI. Thanks to AI in the world of work, many activi‑
ties can be carried out by computers instead of humans.

There are various (potential) AI use cases in the philanthropic sector. For example, AI could 
bring value to philanthropic organizations by detecting patterns in various donor databases to 
avoid duplication of efforts and streamline philanthropic financing for higher impact. In addition, 
AI could help non‑profit organizations often operate with low resources to operate more efficiently 
and leanly by leveraging various automation and productivity gains that the technology offers. 
Also, AI could serve as a tool to tackle global challenges, such as climate change or support cli‑
mate adaptation efforts. One example is Google offering its technology for forecasting flooding or 
predicting wildfire to inform citizens and firefighters to ensure informed responses (Matias, 2023). 
That said, further research is needed to explore and tap into value creation opportunities in the 
philanthropic sector.

4.4.2 Risks and challenges for foundations

Let us look at how the above‑mentioned risks and challenges are applied to foundations.
Bias. As AI algorithms learn from data, any skewed or non‑representative database will cause 

AI systems to produce biased outcomes. To minimize the risk of bias, foundations must, therefore, 
regularly and constantly review the algorithms used. Foundation boards should also be aware of 
this risk and ensure that no such undesirable consequences arise from the repeated use of these 
algorithms.

Transparency. Ensuring that processes are transparent and understood is especially important 
for the management of a foundation since a foundation is a separate legal entity that must be man‑
aged by its foundation charter. All those involved in the foundation – including the founder and, 
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where necessary, the supervisory authority – must use the algorithms and understand and explain 
how they work. Future members of foundation boards should, where necessary, undergo appro‑
priate training in that regard. In the future, AI training could be included as a recommendation in 
codes of best practice for foundations that decide to use AI. This recommendation could also help 
ensure that AI is taken seriously within the philanthropy sector.

Accountability. If a foundation decides to use AI, it should establish internal guidelines, set‑
ting out related responsibilities (i.e., who is responsible for what when using the software). If the 
algorithms fail or something else happens during their use, there should be a 24‑hour helpline to 
assist the board and other foundation players.

Cyberattacks. As we have seen, expenditure on preventing cyberattacks will increase over 
the coming years. If foundations decide to use AI, they will need to consider this expenditure. It 
is important to use and develop AI and defenses against cyberattacks, and foundations must be 
aware that they need to set aside sufficient resources for that. This may not be compatible with the 
size and assets of individual foundations and their obligation to use those assets to achieve their 
purpose. As a result, foundations may have to refrain from using AI to take a safer approach that 
is more in line with achieving their purpose.

Training. Although using AI can help a foundation in its administration, a certain amount of 
work must also be done for those involved in the foundation (board members, staff, beneficiaries, 
etc.). In order to mitigate the risks described above and, in particular, to prevent algorithms from 
gaining the upper hand in decision‑making, employees, board members, the managing director, 
the auditors, and the supervisory authority must not only be introduced to AI tools but also receive 
ongoing training.

Infrastructure. The use of AI is a matter of infrastructure. Given the costs and investments 
involved, foundations should optimize the cost‑benefit balance, especially since foundations gen‑
erally run on low resources. Furthermore, a foundation should only use AI if it enables it to achieve 
its purpose more effectively. Given the current pace of development of AI and the decreasing cost 
of adoption, it is only a matter of time before AI reaches foundations at scale. Until then, however, 
there is still time to prepare foundations for the AI revolution and for foundations to make progress 
on their initial digitalization.

AI governance. In addition to having robust AI governance mechanisms in place, foundations 
could also use AI as an additional governance layer, for instance, through software to oversee in‑
ternal transactions and draw up a report that could then be submitted to the supervisory authority. 
Such a report could check the foundation’s payment flows against its financial accounts, ensure 
that the foundation holds enough foundation board meetings each year, or support foundation 
players in their activities more broadly. AI could also monitor the foundation through another 
external third party.

In conclusion, to introduce AI in a foundation’s management process, the foundation needs to be 
of a certain size, and foundation staff need to have the necessary expertise or be willing to acquire 
and maintain that expertise. The use of AI requires a change of mindset; staff must be prepared to 
give up certain software activities and take up new ones to better or more effectively achieve the 
foundation’s purpose. The transition from a digitalized foundation to one that uses AI is a matter of 
time. If a foundation decides to adopt AI, several preparatory steps need to be taken into account.

4.4.3 AI and a foundation’s administration

Looking more closely at the administration of foundations, could AI, e.g., help experts assess 
grantee applications or, more specifically, help foundation boards make better decisions? Could 
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AI be a solution to administrative problems faced by foundations, such as succession issues  
(i.e., difficulty in finding foundation board members) and the lack of expertise among board mem‑
bers? If the answer tends toward “yes,” the questions become: First, can the use of AI in founda‑
tions’ organization and administration jeopardize the position of the foundation board? Second, 
can the introduction of AI tools at the board level be a solution to the succession problems and 
the partial lack of expertise? Ultimately, can AI replace the review and assessment processes for 
beneficiaries’ applications typically done by experts and board members?

Thanks to new technologies, it is possible to delegate more and more decisions previously 
made by humans to machines. However, the dynamics of these technologies – including the fact 
that their decision‑making speed is increasing, and they tend to offer higher‑quality (i.e., more ef‑
ficient) decision‑making than humans – could potentially run counter to the realization of the foun‑
dation’s purpose, which is the collective responsibility of the individuals on the foundation board.

To determine whether that is the case, we first need to ask the following questions: Will auto‑
mated application reviews differ from human reviews, and how? Moreover, if so, would traditional 
foundation law allow the software to substitute the physical foundation board? We cannot answer 
those questions without first clarifying whether machines or computers already have the right to 
make decisions in this context and whether they should be given such a right. Since a detailed 
clarification of these questions is beyond the scope of this chapter, we merely share a direction for 
this thought exercise below.

It currently seems very unlikely that individuals on foundation boards will be replaced by ro‑
bots, even if this could solve some problems such as succession issues and the lack of expertise. 
As shown earlier, the discussion is still ongoing, given the lack of technological and organizational 
maturity. However, traditional foundation law will not be able to escape digitalization and AI. 
Sooner or later, Swiss foundations will have to start thinking about which decisions can and cannot 
be handed over to machines to better fulfill their purpose and responsibilities. They will also have 
to start looking at whether any gaps in AI legislation may need to be filled.

As things stand today, AI tools can be used (responsibly) to support a foundation board with 
little or no specialist knowledge. The use of AI could significantly help foundation boards assess 
applications and administer a foundation, ultimately serving the foundation’s purpose.

5 Conclusion

From the above, it stands out that DT has affected and is affecting the Swiss philanthropic sector. 
As DT is mostly a work in progress in foundations, this sector shows slack relative to other sectors 
in terms of digital maturity and technology adoption.

We have shown that digital transformation can improve operations such as impact measuring, 
grantee application processing, and management and governance of a foundation. While these 
benefits are widely recognized in the philanthropic sector, not all foundations are pursuing digital 
and AI transformation. The size of the foundation itself, its “digital culture,” and whether the board 
is forward‑looking play a decisive role.

Looking at an organizational journey toward AI maturity, we argue that AI maturity is part of an 
organization’s DT journey – an organization cannot reap the benefits of AI without first undergoing 
the stages of digitizing, digitalization, and eventually DT. We have shown that certain decisions 
can be made more efficiently and effectively with AI as it currently stands. What is less clear, how‑
ever, are the legal implications related to the role of humans in decision‑making, for instance, in 
assessing grantee applications. Moreover, we laid out to what extent the use of AI is tied to change 
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management, infrastructure, and additional resources to ensure the value delivery of AI systems 
while mitigating their risks.

The use of AI systems in foundations is still at a nascent stage, but these systems have tremen‑
dous value potential if foundations manage AI risks appropriately. While adoption is still far off 
for foundations, AI will become more widespread in the future, and foundations will need to adapt 
to the trend – that is, foundations will need to become AI‑ready.

One main reason for the growing and constantly evolving foundation landscape in  Switzerland – 
in addition to factors such as prosperity and political stability – is the liberal legal framework and 
the constant reflection on how to optimize it. In this sense, AI could provide a unique opportunity 
for the Swiss philanthropic sector to further evolve and to stand out globally.

References
Ada Lovelace Institute. (2022). Algorithmic Impact Assessment in Healthcare. Ada Lovelace Institute. https://

www.adalovelaceinstitute.org/project/algorithmic‑impact‑assessment‑healthcare/
Aebi‑Müller Regina E. (Hrsg.) (2020). Christoph Müller (Hrsg.), Berner Kommentar zum schweizerischen 

Privatrecht, Die Stiftungen Art. 80‑89c ZGB, Bern 2020, 2. Auflage (BK‑Riemer, Hans Michael Riemer, 
ST N 22).

Aras, A., & Büyüközkan, G. (2023). Digital transformation journey guidance: A holistic digital matu‑
rity model based on a systematic literature review. Systems, 11(4), Article 4. https://doi.org/10.3390/
systems11040213

Arpe, B., & Kurmann, P. (2019). Managing Digital Transformation. Lund University, School of Economics 
and Management. https://lup.lub.lu.se/student‑papers/search/publication/8989064

BCG. (2024). Digital Maturity Consulting and Strategy | BCG. Bcg.Com. https://www.bcg.com/capabilities/
digital‑technology‑data/digital‑maturity

Buchholz, K. (2023). Infographic: Threads Shoots Past One Million User Mark at Lightning Speed (p. 1). 
https://www.statista.com/chart/29174/time‑to‑one‑million‑users

Burke, M. (2024, January 25). Man says AI and facial recognition software falsely ID’d him for robbing 
Sunglass Hut and he was jailed and assaulted. NBC News. https://www.nbcnews.com/news/us‑news/
man‑says‑ai‑facial‑recognition‑software‑falsely‑idd‑robbing‑sunglass‑h‑rcna135627

Chui, M., Hazan, E., Roberts, R., Singla, A., Smaje, K., Sukharevsky, A., Yee, L., & Zemmel, R.  
(2023a). The Economic Potential of Generative AI (p. 68). McKinsey Digital. https://www.mckinsey.com/ 
capabilities/mckinsey‑digital/our‑insights/the‑economic‑potential‑of‑generative‑ai‑the‑next‑productivity‑ 
frontier#introduction

Chui, M., Yee, L., Hall, B., Singla, A., & Sukharevsky, A. (2023b). The State of AI in 2023: Generative 
AI’s Breakout Year | McKinsey (p. 24). McKinsey Digital. https://www.mckinsey.com/capabilities/ 
quantumblack/our‑insights/the‑state‑of‑ai‑in‑2023‑generative‑ais‑breakout‑year#/

Cordery, C. J., Goncharenko, G., Polzer, T., McConville, D., & Belal, A. (2023). NGOs’ performance, gov‑
ernance, and accountability in the era of digital transformation. The British Accounting Review, 55(5), 
101239. https://doi.org/10.1016/j.bar.2023.101239

Dastin, J. (2018, October). Insight—Amazon scraps secret AI recruiting tool that showed bias against women |  
Reuters. Reuters.Com. https://www.reuters.com/article/idUSKCN1MK0AG/

European Parliament (2021). Proposal for a regulation of the European Parliament and of the council; laying 
down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain union 
legislative acts. https://eur‑lex.europa.eu/legal‑content/EN/TXT/?uri=CELEX:52021PC0206

European Parliament (2023, June 8). EU AI Act: First Regulation on Artificial Intelligence. https://www. 
europarl.europa.eu/topics/en/article/20230601STO93804/eu‑ai‑act‑first‑regulation‑on‑artificial‑intelligence

Forth, P., De Laubier, R., & Charanya, T. (2021). Which sectors perform best in digital transformation? BCG –  Digital 
Transformation. https://www.bcg.com/publications/2021/learning‑from‑successful‑digital‑leaders

France24. (2017, May 12). France’s Renault hit in worldwide ‘ransomware’ cyber attack. France24. https://
www.france24.com/en/20170512‑cyberattack‑ransomware‑renault‑worldwide‑british‑hospitals

Geiser, Thomas, (Hrsg.)/Fountoulakis, Christiana (Hrsg.) (2018). Basler Kommentar, Zivilgesetzbuch I, Ba‑
sel 2018, 6. Auflage (BSK‑ZGB I‑Harold Grüninger, Art. 80 N 9).

https://www.adalovelaceinstitute.org/project/algorithmic-impact-assessment-healthcare/
https://lup.lub.lu.se/student-papers/search/publication/8989064
https://www.bcg.com/capabilities/digital-technology-data/digital-maturity
https://www.statista.com/chart/29174/time-to-one-million-users
https://www.nbcnews.com/news/us-news/man-says-ai-facial-recognition-software-falsely-idd-robbing-sunglass-h-rcna135627
https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier#introduction
https://www.mckinsey.com
https://www.mckinsey.com
https://www.mckinsey.com
https://www.reuters.com
https://www.reuters.com
https://eurlex.europa.eu
https://www.europarl.europa.eu
https://www.europarl.europa.eu
https://www.bcg.com
https://www.france24.com
https://www.france24.com
https://doi.org/10.3390/systems11040213
https://doi.org/10.3390/systems11040213
https://doi.org/10.1016/j.bar.2023.101239
https://www.adalovelaceinstitute.org/project/algorithmic-impact-assessment-healthcare/
https://www.bcg.com/capabilities/digital-technology-data/digital-maturity
https://www.nbcnews.com/news/us-news/man-says-ai-facial-recognition-software-falsely-idd-robbing-sunglass-h-rcna135627
https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier#introduction
https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier#introduction


Aline Kratz‑Ulmer and Hubert Halopé

204

Goldman Sachs (2023). AI investment forecast to approach $200 billion globally by 2025. Goldman Sachs. https://
www.goldmansachs.com/intelligence/pages/ai‑investment‑forecast‑to‑approach‑200‑billion‑globally‑ 
by‑2025.html

Greenstein, B. (2019). Investing in AI: Moving Along the Digital Maturity Curve. Cognizant. https:// 
thoughtlabgroup.com/wp‑content/uploads/2019/12/investing‑in‑ai‑moving‑along‑the‑digital‑maturity‑ 
curve‑codex5050.pdf

Jakob, J., Freiburghaus, A., Prof. Dr. Jakob, D., & Prof. Dr. Von Schnurbein, G. (2023). Der Schweizer Stif‑
tungsreport (30). https://www.swissfoundations.ch/publikationen/der‑schweizer‑stiftungsreport‑2023/

Johnson, K. (2022). How Wrongful Arrests Based on AI Derailed 3 Men’s Lives | WIRED. Wired.Com. https://
www.wired.com/story/wrongful‑arrests‑ai‑derailed‑3‑mens‑lives/

Kane, G. C. (2017, April 4). Digital maturity, not digital transformation—MIT Sloan Management Review. 
https://sloanreview.mit.edu/article/digital‑maturity‑not‑digital‑transformation/

Kratz‑Ulmer, A., & Favre, D. (2023). Die Digitalisierung In Klassischen Stiftungen. https://www.profonds. 
org/wp‑content/uploads/2023_6_Die_Digitalisierung_in_klassischen_Stiftungen.pdf

Kratz‑Ulmer, A., & Schudel, J. (2020). Digitale transformation in förderstiftungen. Stiftung & Sponsoring, 4, 
12. https://doi.org/10.37307/j.2366‑2913.2020.04.12

Makridis, C. A. (2021). Do data breaches damage reputation? Evidence from 45 companies between 2002 and 
2018. Journal of Cybersecurity, 7(1), tyab021. https://doi.org/10.1093/cybsec/tyab021

Matias, Y. (2023, October 10). How we’re using AI to combat floods, wildfires and extreme heat. Google. 
https://blog.google/outreach‑initiatives/sustainability/google‑ai‑climate‑change‑solutions/

Microsoft Corporation (2022). Microsoft Responsible AI Standard v2 General Requirements (p. 27). Micro‑
soft Corporation. https://query.prod.cms.rt.microsoft.com/cms/api/am/binary/RE5cmFl?culture=en‑us&c 
ountry=us

Mittermaier, M., Raza, M. M., & Kvedar, J. C. (2023). Bias in AI‑based models for medical applications: 
Challenges and mitigation strategies. Npj Digital Medicine, 6(1), Article 1. https://doi.org/10.1038/ 
s41746‑023‑00858‑z

NCSC. (2024). Global Ransomware Threat Expected to Rise with AI, NCSC Warns. https://www.ncsc.gov.uk/ 
news/global‑ransomware‑threat‑expected‑to‑rise‑with‑ai

Sprecher, T. (2017). Stiftungsrecht in a Nutshell (2nd ed.). Dike Verlag. https://www.schulthess.com/ 
buchshop/detail/ISBN‑9783038914938/Sprecher‑Thomas/Stiftungsrecht‑in‑a‑nutshell

Stokel‑Walker, C. (2023). The Generative AI Race Has a Dirty Secret [Wired.com]. Wired UK. https://www. 
wired.co.uk/article/the‑generative‑ai‑search‑race‑has‑a‑dirty‑secret

Tamny, J. (2024). As Nvidia shares soar, we’re reminded again of the fed’s irrelevance. Forbes. https://www.forbes.
com/sites/johntamny/2024/03/04/as‑nvidia‑shares‑soar‑were‑reminded‑again‑of‑the‑feds‑irrelevance/

Vial, G. (2019). Understanding digital transformation: A review and a research agenda. The Journal of Stra‑
tegic Information Systems, 28(2), 118–144. https://doi.org/10.1016/j.jsis.2019.01.003

Vlastelica, R., & Bloomberg. (2024). $1.72 trillion AI chip giant Nvidia has rocketed in value so fast it’s 
about to pass Amazon as the 4th‑most valuable U.S. company. Fortune. https://fortune.com/2024/02/09/ 
how‑valuable‑nvidia‑amazon‑billionaire‑jensen‑huang/

Vohra, S., Vasal, A., Roussiere, P., Tanguturi, P., & Guan, L. (2022). The Art of AI Maturity (p. 40). Accenture. 
https://www.accenture.com/ch‑en/insights/artificial‑intelligence/ai‑maturity‑and‑transformation

https://www.goldmansachs.com
https://www.goldmansachs.com
http://by$$$2025.html
http://houghtlabgroup.com
https://www.swissfoundations.ch
https://www.swissfoundations.ch
https://www.wired.com
https://www.wired.com
https://www.wired.com
https://sloanreview.mit.edu
https://sloanreview.mit.edu
https://www.profonds.org
https://www.profonds.org
https://blog.google
https://blog.google
https://query.prod.cms.rt.microsoft.com
https://www.ncsc.gov.uk
https://www.ncsc.gov.uk
https://www.schulthess.com
https://www.schulthess.com
http://Wired.com
https://www.wired.co.uk
https://www.wired.co.uk
https://www.forbes.com
https://www.forbes.com
https://www.forbes.com
https://fortune.com
https://fortune.com
https://fortune.com
https://www.accenture.com
https://doi.org/10.37307/j.2366‑2913.2020.04.12
https://doi.org/10.1093/cybsec/tyab021
https://doi.org/10.1038/s41746‑023‑00858‑z
https://doi.org/10.1038/s41746‑023‑00858‑z
https://doi.org/10.1016/j.jsis.2019.01.003


 205 DOI: 10.4324/9781003468615‑16 
This chapter has been made available under a CC‑BY‑NC‑ND 4.0 license

13
TECHNOLOGICAL READINESS 

OF ASIA’S SOCIAL SECTOR FOR 
THE ADOPTION AND USE OF 
ARTIFICIAL INTELLIGENCE

Kithmina V. Hewage1

1 Introduction

As generative AI tools rapidly expand and integrate with other related technology, the role of AI 
is becoming increasingly important to everyday life. A growing body of literature on the potential 
benefits and risks of the rise of AI in the social sector is also emerging. These benefits range from 
enhancing efficiency by automating back‑office work, using natural language processing (NLP) 
to help donors move away from static forms during the grantmaking process, and enabling phil‑
anthropic organizations to develop predictive models of impact and impact assessments (Coen, 
2023; Pasic & Dean, 2023). However, as with any emerging technology, the use of AI comes with 
a number of concerns around privacy, workforce redundancy, and the potential to magnify existing 
biases in the sector, favoring larger organizations over smaller ones due to data discrepancies and 
the resources available to deploy AI (Why Philanthropy Matters, 2022).

It is important to note that the current commentary around philanthropy and AI is almost ex‑
clusively based on characteristics of giving, economic conditions, and organizational structures 
of the Global North. The Asian context is significantly different from that in North America and 
Europe given the heterogeneity in the region’s economic development levels, the variety of politi‑
cal structures that exist in the region, and the maturity of the philanthropic space and social sector. 
Therefore, before discussing the opportunities and risks of AI, this chapter attempts to fill a gap in 
the existing literature by addressing a more fundamental question pertinent to the region – what is 
the level of technological readiness of Asia’s social sector to embrace AI effectively?

To answer this question, the chapter assesses the Asian social sector’s (nonprofits and social 
enterprises) foundational readiness, operational readiness, and transformational readiness using 
data from the Doing Good Index  2024, published by the Centre for Asian Philanthropy and Soci‑
ety (CAPS). The data reveals three key insights, specifically: (a) the foundational readiness of the 
Asian social sector is severely lacking due to infrastructural and financial constraints, (b) a lack of 
skill and expertise is driving many of the impediments to improving the sector’s operational readi‑
ness, and (c) the social sector in most Asian economies is vulnerable to adopting AI‑related tech‑
nological tools without adequate precautions, opening itself up to significant risks of exploitation 
and fraud. Fundamentally, the benefits of AI are significantly dulled due to a lag in technological 
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adoption and access among Asian social delivery organizations (nonprofits and social enterprises). 
As discussed in Section 2, the Asian philanthropic landscape has several unique characteristics that 
differ from those in the United States and Europe. As a result, the lag in AI readiness in some parts 
of the region’s social sector will pose several important challenges for the future and increase the 
need for the region’s philanthropists to focus more on capacity building and operational funding.

2 Why an Asian lens matters

2.1 Wealth generation in Asia

Charitable giving is a well‑established concept in most Asian economies. However, Asia’s phil‑
anthropic landscape has evolved rapidly over the past three decades in tandem with the region’s 
economic growth. Since 2006, Asia’s total financial wealth has nearly tripled and is now valued at 
approximately US$140 trillion. In fact, wealth in Asia (excluding Japan) is expected to surpass that 
of the United States by 2025 (HSBC, 2022), and there are currently more than 950 billionaires in 
Asia (Nikkei Asia, 2022). The growth of high‑net‑worth individuals and families in Asia has also 
coincided with the expansion of the middle class. As the economic fortunes of many in the region 
have improved, they see more opportunities to help support social welfare, while at the same time, 
societal expectations for the more wealthy to give back to their communities have also increased.

According to the Doing Good Index 2022, if Asia matches the United States in terms of philan‑
thropic spending by donating the equivalent of 2% of its gross domestic product (GDP), the region 
could unlock US$ 701 billion per year. This is 14 times the amount of net foreign aid flowing to 
Asia and about 28% of the estimated cost of achieving the Sustainable Development Goals for the 
region (CAPS, 2022a). Unsurprisingly, in line with their rapid economic growth, philanthropic 
giving in India and China is one of the biggest drivers of regional philanthropy. In India, pri‑
vate philanthropy is estimated to be about US$ 13 billion in 2022, an increase of 8% from 2017 
(Sheth et al., 2023). In 2017, philanthropic giving in Mainland China was US$ 23.4 billion and 
an additional US$ 500 billion is estimated to flow as philanthropy over the next decade (AVPN, 
2018). Indeed, philanthropic giving is likely to exceed these estimates following the COVID‑19 
pandemic and greater efforts by philanthropists to support pandemic relief. The increased interest 
in philanthropy is also prompting Asian governments to respond. In Mainland China, for example, 
President Xi has repeatedly called for “common prosperity” and philanthropy and charity are core 
elements of the government’s proposed “third distribution” to address inequality (Fang, 2022). 
Meanwhile, Singapore and Hong Kong have recently stepped up efforts to establish themselves as 
Asia’s philanthropic hub with a series of new policies (CAPS, 2023).

2.2 Unique characteristics of Asian philanthropy

Notably, the rise of Asian philanthropy has occurred with its own unique set of characteristics. For 
instance, Shapiro et al. (2018) identify three distinct characteristics. First, Asian philanthropy is 
mainly focused on local giving, and cross‑border philanthropy is much less common than in the 
US and Europe. This is because Asia is primarily made up of emerging markets, and philanthro‑
pists recognize that there are significant development challenges that need to be addressed in their 
home countries. As a result, they prioritize giving to these causes. In addition, domestic giving is 
becoming even more important for Asia foreign funding declines due to the transition of Asian 
economies to middle‑income status, domestic restrictions on foreign funding, and political devel‑
opments in OECD countries. For example, data from CAPS’ Doing Good Index 2024 shows that, 
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on average, foreign funding accounts for just 16% of the budgets of social delivery organizations 
in Asia. In 2018, the figure was 22% (CAPS, 2024).

Second, there is a greater overlap between individual and corporate philanthropy in Asia than 
in North America and Europe. Eighty‑five percent of businesses in Asia are family‑controlled 
(Kapoor & Raggett, 2021). Consequently, we see a significant overlap between individual and cor‑
porate philanthropy in Asia. A high‑net‑worth individual or family will seek to support their pre‑
ferred causes by donating funds from their personal wealth, while also channeling funds through 
their corporate budgets. This also means that philanthropic giving is often aligned with business 
interests and based on relationships. This overlap leads to the third characteristic – governments 
play a much more prominent role in Asian philanthropy. Because philanthropic giving and corpo‑
rate interests are closely intertwined philanthropists adopt a much more pragmatic perspective and 
align their giving closely with government policy priorities. In doing so, philanthropy helps build 
relationships and goodwill with the government, which is seen as important for those who also run 
companies (Shapiro et al., 2018). Furthermore, it is estimated that there will be a wealth transfer of 
approximately US$ 2.5 trillion by 2030 (Wealth‑X, 2021). It is therefore reasonable to assume that 
with the growth of a new generation of Asian philanthropists, technological developments such as 
the emergence of AI will undoubtedly have an impact on amplifying these regional characteristics.

3 AI readiness frameworks

3.1 Existing frameworks for assessing AI readiness

In recent years, a number of frameworks and indices have been introduced to assess AI readiness. 
These include frameworks that assess government readiness as well as organizational readiness. 
For example, Deloitte’s AI readiness framework for governments highlights technology, data, 
strategy, people, processes, and ethics as its key pillars. The framework recognizes the non‑linear 
nature of AI and provides for government agencies to adopt policies and processes based on their 
respective priorities. These could be task‑based solutions, process‑  or problem‑focused applica‑
tions, or holistic approaches that seek to transform the agency (Deloitte, 2020). The Salesforce AI 
Readiness Index assesses both business and government readiness based on five categories: infra‑
structure, data, skills, ethics, and integration. Its business readiness indices are evaluated based on 
factors such as a company’s adoption of emerging technologies (e.g., AI, robotics, big data ana‑
lytics, etc.), business sophistication, and labor market conditions. Meanwhile, government readi‑
ness indicators are based on factors such as the level of digital government, human capital, ICT 
regulations, and government support for investment in emerging technologies (Salesforce, 2023).

For organizations, Holmström suggested assessing readiness along four dimensions: tech‑
nologies, activities, boundaries, and goals. The framework outlines how technologies play an 
important role in digital transformation and how the other dimensions align with other aspects 
of an organization’s goals and operations. This includes an organization’s current technological 
portfolio as well as the strategies that will be put in place to use AI in the future in a way that 
adds value (Holmström, 2022). Similarly, Intel highlights three types of AI readiness in their 
model: foundational, operational, and transformational. For foundational readiness, the frame‑
work suggests assessing an organization’s access to factors such as technological infrastructure, 
cloud resources, data, and software packages. Operational readiness relies on factors such as 
agile delivery, cybersecurity, and skills and expertise. Finally, transformational readiness relies 
on strategic leadership, the scope of business opportunity, clarity of business case, and business 
acceptance (Intel, 2022).
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Notably, however, the current literature does not provide a specific framework for assessing the 
social sector’s readiness of AI. While some of the factors discussed above are relevant to social sec-
tor organizations, others, such as the potential for future profitability and market access, are not. The 
ongoing discourse on AI and the social sector focuses primarily on the potential benefits and risks of 
using AI rather than assessing the sector’s readiness. It is true that AI can create significant efficiency 
gains. For example, the social sector can use AI for content generation, prospect identification, action 
recommendations, business simulations, marketing automation, understanding constituent percep-
tions, donor journey mapping, and simple task automation (BWF, 2023). However, the sector is highly 
exposed to privacy concerns and related reputational risks due to its close work with vulnerable groups 
(Herschander, 2023; Kanter et al., 2023). Moreover, compared to corporations and governments, So-
cial Delivery Organizations (SDOs)2 have far fewer resources to devote to risk mitigation strategies. 
Notably, much of this commentary is based on the experience of the social sector in the Global North. 
This chapter aims to address this gap in the existing literature by building a basic framework for as-
sessing AI readiness in the social sector, selecting relevant elements suggested by others for business 
and government readiness. The chapter then discusses how the Asian social sector performs against 
the presented metrics, based on data collected for CAPS’ Doing Good Index 2024. The data was col-
lected by surveying over 2,183 SDOs (nonprofits and social enterprises) in 17 Asian economies.3

3.2 An AI readiness framework for social delivery organizations (SDOs)

For this analysis, as illustrated in Figure 13.1, the author uses Intel’s three types of AI readiness 
as a starting point: foundational, operational, and transformational. Foundational readiness refers 
to the prerequisites for AI, such as the appropriate infrastructure and interfaces (Intel, 2022). For 
SDOs, this includes access to digital infrastructure, data, and relevant software packages. In addi-
tion to access to basic infrastructure such as computers, it is important for an organization to have 
access to reliable internet connectivity since AI can strain available networks. Similarly, data is 
the cornerstone of AI and essential to its use. Thus, it is important that an organization has built‑in 
structures and processes that collect and store data in a way that can then be used with AI tools. To 
access these tools, organizations need the appropriate software.

For operational readiness, the assessment is based on internal skills and expertise, cybersecurity, 
and access to operational funding. As with most new technologies, lack of skills and expertise is 

Figure 13.1 AI readiness framework for the social sector.
Source: Author’s rendition of proposed readiness framework.
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one of the most significant obstacles for organizations to take full advantage of the benefits. This 
is no different for AI. For SDOs, this expertise could either be outsourced or developed in‑house. 
In the short term, outsourcing this expertise is likely to be the most cost‑effective means, but most 
organizations prefer to develop in‑house capabilities to ensure sustainability. Cybersecurity is an‑
other essential facet of building AI readiness and should be prioritized by organizations. Lapses in 
cybersecurity could lead to potential security risks ranging from the corruption of data input into the 
AI, tampering with models, or unauthorized access to the resulting insights (Intel, 2022). The impor‑
tance of cybersecurity is heightened in the social sector as many organizations work with vulnerable 
populations. Therefore, unauthorized access to sensitive information about such risks could exacer‑
bate these vulnerabilities, and a breach of trust would undermine the sector’s ability to support them.

Finally, to assess transformational readiness, it is proposed to evaluate leadership buy‑in, the 
level of technology‑based service provision, trust in the social sector, and government regulations 
around technology and AI. Thus, transformational readiness refers to an organization’s ability to 
maximize the value it can derive from AI (Intel, 2022). This means that an organization’s ability to 
embrace the productivity and operational changes associated with AI will influence its use in the 
future. As a result, supportive organizational leadership is needed to invest in new technologies 
and make changes to the organization that accommodate the use of AI.

To assess the level of leadership buy‑in, this framework first considers the ease of access to 
operational funding. Unlike businesses and governments, this is a particularly unique constraint 
for the social sector. Many donors are reluctant to provide operational support, focusing instead on 
project‑based funding (CAPS, 2022b). Given the rapid evolution of AI, it is important that organi‑
zations continue to invest in tools and processes that can adapt to and leverage the benefits of AI. 
However, such investments are effectively operational finances. Therefore, the ease with which or‑
ganizations can access operational funding will determine their ability to use AI in their day‑to‑day 
activities. Second, the current level of technology use is also important in assessing future readi‑
ness. This is important for the social sector, as the communities they serve may not have adopted 
technology to the same extent as SDOs. Therefore, even if other aspects of AI readiness are in place, 
the organization will struggle to make the necessary changes. The social sector, particularly in Asia, 
has fallen victim to a trust deficit due to a number of factors such as political developments and 
scandals (Shapiro et al., 2018). Given the ongoing uncertainties around AI and its societal implica‑
tions, whether an organization is trusted to use the technology will affect its readiness for transfor‑
mation. An organization that is not trusted to use AI will be viewed skeptically and may exacerbate 
the trust deficit. Finally, as discussed in the previous section, the government plays an important 
role in the social sector in Asia. Consequently, SDOs are more likely to be risk‑averse if a govern‑
ment signals a reluctance to adopt AI or impose restrictions in the future. Under such circumstances, 
an organization’s leadership is unlikely to adopt measures that can effectively leverage AI.

4 Data analysis and insights

Based on the framework presented earlier, this section discusses the state of the Asian social sector 
in relation to the relevant metrics and thus its AI readiness.4

4.1 Foundational readiness

In many ways, foundational readiness is arguably the most important type in the Asian context. 
As noted above, most Asian economies are low‑ or middle income. Therefore, the level of com‑
munication and technological infrastructure, as well as the level of adoption of digital technology 
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in socioeconomic affairs, is much lower than in the Global North. Consequently, the associated 
impediments at the foundational level prevent organizations from moving toward addressing op‑
erational and transformational readiness. These challenges are also reflected in the Doing Good 
Index 2024 data. For example, the top three needs identified by SDOs in the region were hardware, 
operational software, and training and upskilling. This illustrates the more fundamental challenges 
that social delivery organizations face around technology, which in turn affects their ability to 
benefit from developments in AI.

4.1.1 Access to digital infrastructure

As discussed earlier, Asia is a heterogeneous region with varying levels of economic development 
and technological absorption. Our data shows that these differences extend to the social sphere. 
For instance, the use of smartphones is almost taken for granted in the Global North, and it is a 
basic tool that would facilitate the use of AI in future operations. However, the use of smartphones 
is much less common in Asia. On average, only 74% of SDOs in Asia reported that 90%–100% of 
their employees have access to a smartphone. At the individual economy level, Singapore, Taiwan, 
and Korea had an average of 98% of their workforce using smartphones. The use of smartphones 
among social sector workers was much lower in India (78%), China (78%), and Pakistan (79%).  
A similar trend can be seen in access to computers, with 31% of Asian SDOs reporting that current 
access to computers and/or tablets is insufficient to meet organizational needs (Table 13.1).

In addition to hardware, the Asian social sector also faces challenges in terms of access to reli‑
able and sufficiently fast internet, which is an important element of using AI tools. Of the SDOs 
surveyed, 85% reported having access to the internet with sufficient speed and service reliability. 
Notably, even SDOs in middle‑income and advanced economies such as Taiwan (77%), Indonesia 

Table 13.1 Staff access to computers and/or tablets

Economy Sufficient to meet organizational  
needs (%)

Insufficient to meet organizational  
needs (%)

Bangladesh 55 45
Cambodia 53 47
China 78 22
Hong Kong 82 18
India 52 48
Indonesia 69 31
Japan 59 41
Korea 74 26
Malaysia 82 18
Nepal 47 53
Pakistan 72 28
Philippines 84 16
Singapore 88 12
Sri Lanka 69 31
Taiwan 79 21
Thailand 90 10
Vietnam 87 13
Total 69 31

Source: Doing Good Index 2024, CAPS.
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(78%), and the Philippines (80%) reported relatively low levels of reliable and sufficiently fast 
internet in their offices. On average, 75% of Asian SDOs said the same when asked if their em‑
ployees have internet with sufficient speed and reliability of service outside the office and at home. 
The three worst‑performing economies in this regard were Nepal (45%), Cambodia (59%), and 
Bangladesh (61%). This disparity highlights the challenges of using internet‑based technologies 
and tools for service delivery in the field, especially for organizations serving rural communities.

4.1.2 Access to data

If SDOs are to utilize AI in their work, it is essential that they have access to data sources, espe‑
cially internal ones, to make their work as effective as possible. To better understand the availabil‑
ity and accessibility of data, we asked SDOs whether they digitally collect and store data on donor 
records, financial records, client/beneficiary records, and data related to project impact. Here, the 
most important aspect is whether an organization digitally stores the data, so that AI can use it. On 
average, 87% of SDOs in Asia store financial records digitally. However, the proportion of SDOs 
that digitally store donor records (75%), client/beneficiary records (80%), and project impact data 
(73%) is lower (Table 13.2). This suggests that the Asian social sector has more room to leverage 
AI if it increases its efforts to digitally store its data. The fact that organizations are least likely to 
digitally store data related to project impact hinders a potentially significant benefit that can come 
from the use of AI. This is especially true as AI could fill a significant capacity gap that currently 
exists among Asian SDOs if it had the necessary data. Only 73% of organizations surveyed in Asia 
said they measure impact. When those who do not were asked why, the majority cited not knowing 
how to do it and not having the staff or time to do so as the most common obstacles. Both of these 
challenges can be addressed by AI, given the right quality and quantity of data.

4.1.3 Access to software

Even if organizations have adequate levels of hardware and data, it is important that they also 
have the necessary software to deploy various AI tools. Recently, even basic software has begun 
to incorporate AI into its functionality. However, to realize their full potential with AI, organiza‑
tions will need to use more advanced software with tools for data management, visualization, etc. 
In the technology section of the  Doing Good Index 2024 survey, SDOs were asked about their 
use of different levels of software: basic software (e.g., Microsoft Office), operational software 
(e.g., CRM, accounting software), and advanced software/digital tools (e.g., statistical analysis 
software, machine learning tools).

Table 13.2 Collection and storage of data digitally

Collect data (%) Store data (%)

Yes No N/A Yes No N/A

Donor records 69 16 14 75 11 13
Financial records 79 13  6 86  7  5
Clients/beneficiary records 71 18  9 79 10  9
Data related to the impact of projects 67 19 12 73 13 13

Source: Doing Good Index 2024, CAPS.
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Basic software was being used almost universally by 97% of the SDOs surveyed. However, 
there was a significant drop in the use of operational software (49%), and advanced software 
(35%). SDOs in Hong Kong (50%), Sri Lanka (47%), and Singapore (44%) had the highest use of 
advanced software. Meanwhile, India (22%), Cambodia (23%), and Nepal (25%) had the lowest 
use of advanced software.

4.2 Operational readiness

As mentioned earlier, this section discusses whether the Asian social sector is operationally ready 
to adopt AI tools. To achieve operational readiness, SDOs need the necessary human resources 
to support the adoption and use of AI, protection from external risks through cybersecurity, and 
adequate financial resources to continuously invest in AI and related technologies and tools, which 
requires adequate operational funding.

4.2.1 Internal skills and expertise

Inadequate skills and expertise are other critical factors inhibiting the use of technology in the 
social sector in Asia and, by extension, the use of AI as well. When SDOs were asked to select 
their top three overall needs over the next twelve months, most SDOs, unsurprisingly, identified 
the need for more funding (75%) and more collaboration (60%). Beyond these two considerations, 
44% of SDOs identified the need to upskill/reskill staff as a top three need, while 28% identified 
the need for support with digitalization and digital literacy.

More specifically, when asked about factors that challenge the adoption of digital technologies, 
SDOs cited the lack of funding (71%), inadequate staff skills (59%), and the lack of awareness of 
available digital technologies and tools (46%) as the top three barriers. Notably, even SDOs from 
high‑income economies such as Japan (70%), Korea (68%), and Hong Kong (60%) reported a lack 
of adequate skills to adopt digital technologies. This suggests that addressing the skills gap is an 
essential component of improving the readiness of Asia’s social sector to adopt and use advanced 
technologies such as AI.

One of the potential factors influencing the skills gap is likely to be related to difficulties in hir‑
ing and retaining staff and the lack of operational funding for internal upskilling. On average, 73% 
of the SDOs surveyed by  Doing Good Index 2024 said they found it difficult to recruit staff, while 
70% said they found it difficult to retain staff. This is mainly due to the fact that salaries in the 
social sector tend to be lower than in the corporate sector. In particular, as shown in Figure 13.2, 
SDOs in upper‑middle‑income and high‑income economies, where the salary gap between the 
social and corporate sectors is greater, found it more difficult to recruit staff.

4.2.2 Cybersecurity

The second consideration in assessing operational readiness is an organization’s cybersecurity. 
Responses to the  Doing Good Index 2024 show that a worryingly high number of SDOs in Asia 
are unprepared in this regard, and are therefore vulnerable to cyberattacks. Such a high level of 
vulnerability severely undermines the sector’s preparedness to use AI tools.

Thirty percent of SDOs in Asia reported having a cybersecurity or cyber resilience strategy/
plan in place. This low number was observed across all economies, regardless of their level of 
economic development. Only in Taiwan did a majority of SDOs report having a cybersecurity 
strategy (Figure 13.3).
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Meanwhile, 17% of SDOs said they had experienced a cybersecurity attack in the past two 
years, while 16% did not know if they had. When asked about mitigation measures against cyber‑
security attacks, 63% said they use relevant antivirus/spyware/malware software, 15% of SDOs 
said they use the services of a third party, and only 29% said they have staff training to protect 
against cybersecurity attacks.
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Figure 13.2 Percentage of SDOs with difficulties recruiting and retaining staff.
Source: Doing Good Index 2024, CAPS.
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Figure 13.3 Percentage of SDOs with a cybersecurity strategy.
Source: Doing Good Index 2024, CAPS.
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4.3 Transformational readiness

As detailed in the sections above, Asia’s social sector faces significant barriers to foundational and 
operational readiness. The perspective on transformational readiness is more mixed, with some 
positive indicators. However, even if some indicators of transformational readiness are positive, 
the Asian social sector will find it difficult to build on them due to lags in other relevant metrics, 
such as the trust deficit, particularly when combined with gaps in foundational and operational 
readiness.

4.3.1 Leadership buy‑in: access to operational funding

Unrestricted or operational funding is crucial to ensure that organizations have continuous access 
to financial and non‑financial resources (e.g., human resources) that can evolve with technology 
needs. Especially during COVID‑19, studies found that operational funding helps pay for tech‑
nology and enables SDOs to optimize their operations and service delivery (CAPS, 2022b). Ac‑
cording to Asian Charity Services (2021), operational funding refers to critical human resources, 
infrastructure, and administrative costs that are essential to the running of nonprofit organizations. 
However, we see a significant gap in access to operational funding in Asia’s social sector. Nearly 
half (48%) of the SDOs surveyed for the  Doing Good Index 2024 reported that most donors are 
unwilling to give operational funding. Meanwhile, 36% said that securing operational funding is 
a challenge.

Most notably, 48% of SDOs in Asia reported that their donors do not fund digital technology 
and IT costs. The highest proportions of SDOs not receiving donor support for digital technology 
and IT costs were in Korea (68%), Japan (66%), Thailand (64%), and China (62%). Conversely, 
the proportion of SDOs that received donor support for digital technology and IT costs were in 
Cambodia (76%), Sri Lanka (75%), and Bangladesh (73%). It is noteworthy that these are econo‑
mies that are more reliant on foreign funding. While Asian donors remain reticent to funding IT 
costs, the good news is that there appears to be at least some support among SDO senior leader‑
ship to invest in and incorporate technology into their organizations. Only 6% of SDOs surveyed 
by the  Doing Good Index 2024 reported reluctance among senior leadership to support the use of 
digital technology. Similarly, only 12% reported a reluctance among employees to adopt digital 
technology.

Without sufficient operational funding, SDOs in Asia will find it difficult to invest in the neces‑
sary technological infrastructure, software, and skills needed to effectively utilize new technolo‑
gies. Therefore, while advocating for more digitization and the use of AI in the social sector, it is 
incumbent upon philanthropists and other funders to provide the necessary resources.

4.3.2 Technology‑based service provision

Unsurprisingly, as detailed in the  Doing Good Index 2022, SDOs incorporated more technology 
into their daily operations and provided more online services during the pandemic (CAPS, 2022a). 
This increase in technology use continued even after economies reopened and organizations re‑
turned to post‑pandemic operations according to the  Doing Good Index 2024.

For instance, 67% of SDOs in Asia reported an increase in the incorporation of technology 
in day‑to‑day operations, while 68% reported the same in 2022. The economies with the highest 
proportions of SDOs increasing their use of technology in daily operations were Thailand (96%), 
Bangladesh (81%), and Nepal (78%). Two years earlier, in 2022, the economies with the highest 
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increase in technology use were Hong Kong (86%), Indonesia (85%), and Singapore (85%). It is 
likely that, following COVID‑19, SDOs from more advanced economies were able to incorporate 
technology faster between 2020 and 2022, whereas SDOs from low‑ and lower‑middle‑income 
economies caught up in the last two years.

Meanwhile, 56% of SDOs in Asia reported an increase in services offered online over the past 
two years. This figure was 55% in the 2022 index. The economies with the highest proportion 
of SDOs reporting an increase in 2024 were Thailand (67%), Sri Lanka (64%), and Hong Kong 
(62%). The use of online platforms for other functions has also increased. For example, as shown 
in Table 13.3, 65% of SDOs reported a rise in the use of online platforms to collaborate with oth‑
ers, 60% saw an increase in the hosting of online events, and 72% saw an increase in the use of 
social media to promote or disseminate their work.

Comparatively, only 35% of SDOs reported an increase in online fundraising over the past two 
years. The most popular digital tools used for fundraising were the organization’s website (54%), so‑
cial media channels (52%), and direct emails to donors (44%). Other digital tools used for fundrais‑
ing included third‑party online fundraising platforms (29%), direct text messages to donors (27%), 
and email newsletters (24%). Nearly one‑fifth of the SDOs surveyed (19%) said they do not use any 
digital tools for fundraising. The evidence suggests that the use of digital tools for fundraising is still 
low. Lack of digital infrastructure, organizational capacity constraints, and regulatory burdens are 
likely to be the main obstacles to the growth of online fundraising initiatives. The adoption of AI is 
expected to help address organizational capacity constraints, particularly those related to skill gaps 
among staff, such as inexperience in writing fundraising pitches and language barriers among others.

The high level of increase in technology adoption and use among SDOs in Asia is a positive 
sign. However, it will be essential to address foundational and operational readiness barriers if the 
Asian social sector is to sustain this increase and take technology use to the next level to reap the 
benefits of AI tools.

4.3.3 Trust in the social sector

The level of trust is important in assessing the readiness of Asia’s social sector for transformation, 
as social delivery organizations work with marginalized and vulnerable groups who could be ex‑
ploited if their data is not protected. Furthermore, recent conversations around generative AI and 
its applications have also led to a growing social skepticism about AI. Therefore, if SDOs are to 
fully utilize AI tools in their work, they must do so by building their trust with relevant stakehold‑
ers – society, corporates, and government.

Evidence shows that the scope of trust in the social sector is variable and sensitive to politi‑
cal developments and scandals. Forty‑three percent of SDOs said that they felt trusted by society 

Table 13.3 Proportion of Asian SDOs that increased their use of digital technology and online tools

Incorporation of 
technology into 
day‑to‑day operations

Services 
offered 
online

Using online 
platforms to 
collaborate

Hosting 
online 
events

Use of social 
media to promote 
or disseminate 
work

Online 
fundraising

Asian SDOs 
(%)

67 56 65 60 72 35

Source: Doing Good Index 2024, CAPS.
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while 51% said that they felt only somewhat trusted. The level of trust in the social sector by 
corporates is slightly lower, with 40% of SDOs observing that they are trusted while 54% said that 
they are somewhat trusted. The lowest levels of trust are observed with governments. Only 36% of 
SDOs felt trusted by their respective government, while 57% felt somewhat trusted. Although the 
number of SDOs that said they were not trusted by either society, corporates, or governments is 
very low, the larger proportion that felt they were only somewhat trusted indicates the sensitivities 
surrounding the sector in the region.

The 2024 Doing Good Index asked SDOs about the level of trust in the social sector from so‑
ciety, the corporate sector, and the government. Notably, the highest proportions of SDOs that felt 
that they were not trusted by society were observed in China (17%), Japan (10%), and India (6%). 
Meanwhile, 14% of SDOs in China, 13% in Japan, and 10% in Sri Lanka said that they were not 
trusted by corporates. When asked whether the social sector is generally trusted by the govern‑
ment, the highest proportions of SDOs that said the government doesn’t trust them were in Korea 
(21%), Sri Lanka (14%), India (14%), and China (11%). The existence of a trust deficit between 
the social sector and the government is particularly problematic, as it could lead to more restrictive 
regulations and greater societal distrust of the use of AI in operations.

4.3.4 Government regulation of AI

Government regulations and policies on the use of AI in Asia, as in most other regions of the 
world, are at an early stage. It is too early to evaluate these policies to determine how they will af‑
fect the readiness of the social sector for transformation. Therefore, this section provides an outline 
of existing and anticipated policies, regulations, and guidelines related to AI in Asia.

The Association of Southeast Asian Nations (ASEAN) has announced its intention to draw up 
a set of governance and ethics guidelines for AI. The guidelines are expected to propose “safe‑
guards” to mitigate identified risks and spur member nations to develop their national AI‑related 
policies (Reuters, 2023). Six ASEAN members, namely Indonesia, Malaysia, the Philippines, Sin‑
gapore, Thailand, and Vietnam, have already formulated or started to formulate an AI strategy 
(Leng, 2023). Thailand, for example, has already launched its National Strategy and Action Plan 
on AI in 2022. A key element of this is to pave the way for the enforcement of AI laws and regula‑
tions, while also improving AI‑related education and human resource capabilities (AI Thailand, 
2023). In the meantime, Singapore has indicated that it does not yet intend to regulate AI, even 
though it has introduced the world’s first AI testing toolkit called “AI Verify” to encourage the 
responsible use of AI in the corporate sector (Chiang, 2023).

Elsewhere in Asia, China has introduced the world’s first legislation specifically targeting gen‑
erative AI. The new regulations impose restrictions on companies that provide generative AI ser‑
vices to consumers, both in terms of the training data used and the outputs produced (Roberts 
& Hine, 2023). India has indicated that it has no plans to regulate AI, but has begun efforts to 
standardize responsible AI and promote best practices. Japan has proposed a “soft approach” to 
regulating AI, introducing a set of guidelines that direct large companies to disclose their genera‑
tive AI services (Nikkei Asia, 2023).

Given that AI is such a new concept, Asian policy has so far focused solely on developing 
the technology and mitigating potential risks to consumers. In the future, however, more com‑
prehensive legislation is likely to be introduced. This will affect the ability of an SDO to use the 
technology.
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5 Recommendations for funders to support AI readiness in Asia

Based on the findings above, three key trends can be observed regarding the readiness of the 
social sector in Asia to adopt and leverage AI. First, improving access to digital technology tools 
and infrastructure will be the most important challenge that requires attention. Second, the Asian 
social sector suffers from a significant skills gap that hinders its ability to use digital tools. Third, 
the Asian social sector is highly vulnerable to cyberattacks and other related threats, which is par‑
ticularly relevant for the use of AI. This section briefly outlines some measures that governments, 
SDOs, and funders could take to address some of these challenges and support the social sector’s 
readiness to use AI.

5.1 Increasing project and operational funding for ICT investments

The challenges of infrastructure and access to technology in Asia’s social sector are largely related 
to more structural issues associated with the country’s economy. As most economies in the region 
are still low‑ or middle income, telecommunications and Information and Communication Tech‑
nology (ICT) infrastructure remain underdeveloped. As a result, SDOs face a double challenge. 
On the one hand, their own access to digital infrastructure and tools is limited due to budgetary 
constraints and poor infrastructure in general. For instance, if an SDO does not have access to 
reliable internet in the field, it will not be able to use internet‑based tools to provide services more 
efficiently. This is indispensable for the adoption of AI, since a significant portion of AI tools still 
rely heavily on internet access.

On the other hand, the extent to which an SDO can adopt technology is also limited by the level 
of technology adoption among its beneficiaries. This is the case in certain areas (e.g., rural regions 
in Asian economies), where access to smartphones, the internet, or even more basic services such 
as electricity is limited. Thus, no matter how many technological tools are adopted by SDOs in 
their offices, beneficiaries will not be able to access these services. Under such circumstances, the 
return on investment in advanced technological tools such as AI will be low, and SDOs are likely 
to redirect these resources to more basic tools that support their service delivery. To effectively 
support AI adoption in Asia’s social sector, governments, SDOs, philanthropists, and other funders 
must be aware of of these two challenges.

However, prior to the adoption of AI, the access issues faced by the social sector are much more 
fundamental. To address these challenges governments need to invest more in technology infra‑
structure, especially to ensure access for marginalized and vulnerable communities. In addition, 
when designing interventions, SDOs and funders should consider the catalytic impact that invest‑
ments in improving access to technology tools could have on these communities. Meanwhile, 
philanthropists, foundations, and other funders should focus more on funding SDO’s technology 
and IT costs. As mentioned above, IT costs are typically not covered by project‑specific budgets, 
but contribute significantly to improving project effectiveness in the long term.

Better investments in improving the infrastructure and technology access of SDOs will have 
knock‑on effects on other factors influencing an organization’s foundational and operational readi‑
ness as well. For instance, with better access to computers and software, SDOs will be better 
placed to improve data collection about their work and beneficiaries. This will enable them to use 
AI tools to better assess the impact of their work and design more effective future interventions 
as well.
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5.2 Make use of ample opportunities for in‑kind donations

Philanthropic spending can come in a variety of forms that are financial and in‑kind. The chal‑
lenges that Asian SDOs face with their technological readiness to embrace AI provide a number 
of opportunities for in‑kind donations. For example, one of the ways that corporates can support 
SDOs with their skills gap is by encouraging staff members to volunteer their expertise (CAPS, 
2022a). IT professionals in companies can provide an immense service to small SDOs who do 
not have the resources to hire dedicated IT staff and help improve in‑house capacity as well as by 
conducting training sessions about new tools available. Similarly, software companies can support 
SDOs by providing operational and advanced software for free or at least significantly discounted 
rates. This would be particularly important for cybersecurity‑related software since the use of cy‑
bersecurity measures is at an alarmingly low level among SDOs.

Initiatives by companies to donate second‑hand computers/laptops and mobile phones to SDOs 
with poor access to these basic tools will also go a long way. Given the low level of access to even 
the most basic tools in several Asian economies, even such simple initiatives will significantly 
improve the social sector’s technological readiness. As discussed earlier, there is a high degree of 
overlap between individual and corporate philanthropy. Therefore, Asian philanthropists will be at 
a particularly advantageous position to leverage their cross‑sectoral resources to support the social 
sector with such in‑kind donations.

5.3 Supporting SDOs in developing AI guidelines

As mentioned above, SDOs work with vulnerable communities, and data related to such com‑
munities is at a higher risk of exploitation than others. At the same time, more and more SDOs are 
beginning to provide services online, use online tools, and adopt newer technologies, including 
AI. Therefore, data protection and data use will be a key development in the social sector over the 
next decade. As such, it is important that the social sector proactively begins to develop adequate 
guidelines for the collection, storage, and use of data, as guidelines for the automation of the ser‑
vices it provides through AI.

In the Global North, we are already seeing the emergence of foundations and advocacy organi‑
zations, such as the Responsible Artificial Intelligence Institute (RAII), focused on promoting the 
responsible use of AI. However, such resources are less available to the social sector in the Global 
South, including most of Asia. Therefore, the Asian philanthropic sector could play an important 
role in supporting the transfer of such resources to the social sector and enabling SDOs to develop 
appropriate safeguards and guidelines. In doing so, the Asian social sector will be future‑proofing 
itself rather than trying to catch up.

6 Conclusion

As the world moves rapidly toward the adoption of AI, it is important to assess the technological 
readiness of the social sector to adopt these new tools. This chapter is not intended to be an in‑depth 
diagnosis of the AI readiness of the social sector in each Asian economy. Instead, it provides an 
overview of the use of technology in the Asian social sector and suggests a framework for assessing 
its AI readiness. In doing so, the chapter has identified some common trends that warrant further 
attention and action by funders. The evidence suggests that the region’s social sector is lagging 
behind on several metrics needed to be suitably prepared to adopt and use AI in its operations. 
These issues are particularly prevalent in terms of foundational readiness and operational readiness.
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SDOs in developing economies, in particular, face challenges in accessing the basic infrastruc‑
ture and equipment needed to deploy AI. Moreover, SDOs in the region also face severe human 
resource constraints, as they are unable to hire staff with the appropriate skills and expertise. In 
addition, low levels of operational funding have limited the opportunities for these organizations 
to invest in the relevant technologies and tools. Not only does this limit the scope of services 
that SDOs can provide, but the data also shows that SDOs are highly vulnerable to cybersecurity 
threats.

As it stands, the low level of technological readiness among Asian SDOs will severely dampen 
the potential benefits that AI can bring to the philanthropic space in the region. At the same time, 
a lack of readiness can exacerbate the risks if the technology is deployed without adequate safe‑
guards. Therefore, the chapter proposes three specific recommendations that funders can focus on 
when trying to improve the Asian social sector’s AI readiness. First, more funders should commit 
to providing operational funding and supporting investments in IT and digital technology. This 
should be done at both the SDO and recipient levels, as lack of access to technology prevents 
marginalized communities from being served. Second, the IT sector offers many opportunities 
for corporations, foundations, and individual philanthropists to contribute more to the social sec‑
tor through in‑kind donations and volunteer programs. Volunteer time will be especially useful in 
addressing the skills gap faced by these SDOs. Third and finally, foundations in the region should 
place more emphasis on helping SDOs develop and design guidelines for the use of AI and data 
protection. These recommendations are not mutually exclusive, and the unique characteristics of 
Asian philanthropy make them achievable. Such actions can transform the Asian social sector and 
improve its readiness to adopt and use AI for doing good.

Notes
 1 The findings presented in this chapter are based on data collected for the Centre for Asian Philanthropy 

and Society’s (CAPS) Doing Good Index 2024.
 2 The term “social delivery organization” (SDO) is used to refer to entities engaged in providing a product 

or service that addresses a societal need. It covers organizations ranging from traditional nonprofits to 
nonprofits with income streams, to social enterprises, and operating foundations.

 3 Bangladesh, Cambodia, China, Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Nepal, Pakistan, 
Philippines, Singapore, Sri Lanka, Taiwan, Thailand, Vietnam.

 4 Unless cited otherwise, insights for this section are based on data collected for the Doing Good Index 
2024.
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14
DIGITAL PHILANTHROPY  

IN CHINA
How internet fundraising platforms and artificial 

intelligence are transforming non‑profit governance

Bertram Lang

1 Introduction

The rise of internet philanthropy has arguably transformed the non‑profit sector in China more 
rapidly and more fundamentally than in any other country in the world. For one, the develop‑
ment and uptake of smartphone‑based applications have been exceptionally swift. Secondly, the 
Chinese offline philanthropy field was at an early and fragile stage of development when the first 
digital platforms for project promotion and fundraising started gaining traction in the early 2010s. 
The growing foundation sector was plagued by the absence of a reliable legal framework (Sidel, 
2014), widespread opacity surrounding foundations’ revenues and expenses (China Foundation 
Center, 2013), and, consequently, a flurry of misappropriation and embezzlement scandals that 
eroded public trust and kept charitable donations at a dismal level in international comparison 
(Zhang, 2015). For grassroots non‑profit organizations, this dire situation was compounded with 
an intensified political crackdown on civil society after Xi Jinping came to power in 2012/2013, 
which also led to a drain of international philanthropic funding that had previously played a crucial 
role in sustaining local NGO development in China (Lang, 2018; Sidel, 2019).

The politically promoted catch‑up development in the Information and Communication Tech‑
nology (ICT) sector combined with a tech‑savvy middle class that quickly adopted mobile pay‑
ment systems provided a fertile ground for a non‑profit sector in desperate need of resources. 
Vowing to overcome this “crisis of trust” in philanthropy, China’s corporate ICT giants like Ten‑
cent, Alibaba, Baidu, or Bytedance have stepped in with promises of offering game‑changing 
technological solutions to make philanthropy more transparent and accessible to all and to restore 
“social trust” (珍惜社会信任) in organized philanthropy (Sohu Technology, 2016).

With their corporate foundations, these Chinese tech firms, which are also at the forefront of 
developing artificial intelligence‑based commercial applications, not only engaged in various phil‑
anthropic projects but also set up online fundraising platforms where fundraising NGOs and indi‑
viduals can advertise their projects and obtain donations from the public. For fundraising NGOs and 
foundations,1 the internet has also rapidly evolved into a vital space, offering a direct and low‑cost 
way of engaging with the public (Gao, 2016; Qu, 2020) and, most importantly, exploring new 
fundraising channels (Tsai & Wang, 2019; Zhang, Xiang, & Hao, 2019). Thus, a growing number 
of NGOs have indeed embraced these new forms of internet philanthropy (Qu, 2020; Zhou & Pan,  
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2016, p. 2433), if only out of necessity in the context of dwindling funding opportunities from 
overseas donors (Holbig & Lang, 2022; Lai & Spires, 2021).

The unparalleled boom in give‑as‑you‑go donations via smartphone apps has transformed China 
into a leading market in online philanthropy (Tsai & Wang, 2019, p. 973). The flurry of techno‑
logical innovations and citizens’ propensity to use mobile payment apps to donate small amounts 
of money have been cast as unique strengths of China’s philanthropy sector (Liang, 2018). Yet, 
the quantitative expansion of online fundraising alone2 tells us little about the qualitative trans‑
formation of non‑profit governance as a consequence. Therefore, this contribution addresses the 
question of how the rise of Internet Fundraising Platforms and the rapidly growing application of 
AI technologies are transforming China’s non‑profit sector and what this means for philanthropic 
organizations and donors alike.

To so do, it draws on a wealth of data collected for a broader study of transnational dynamics in 
the Chinese philanthropy sector. It is informed by Chinese media analysis, interviews with sectoral 
experts, foundation managers, and staff members of fundraising NGOs (see Table of interviews) as 
well as the analysis of project data scraped from the largest fundraising platform, Tencent Charity 
(腾讯公益, tengxun gongyi) in June 2022. The dataset contains information on 109,260 projects, 
which collected RMB 12.6 billion from 384.3 million donors in total.

Section 2 will first explain the political‑economic context that has favored the digital philan‑
thropy boom in China under strict and intensifying political control, particularly since 2015. Con‑
sidering the strong role of state intervention in and control over the economy and civil society 
in China’s authoritarian system, it also looks at the state’s efforts to regulate digital philanthropy 
and shows how they have consolidated a corporate oligopoly in the field. Consequently, Section 
3 goes on to examine these corporate ICT firms’ visions for digital, AI‑enabled philanthropy as 
well as the realities behind these visions, with a particular focus on Tencent’s “99 Giving Day,” an 
online charity event that has become an annual focal point for the entire non‑profit sector. Using 
data from the Tencent Charity platform, it also highlights the accentuated market concentration in 
online fundraising and explains the drop in individual fundraising after 2016. Section 4 then looks 
more specifically at AI applications to the philanthropy sector, driven by the same tech companies 
operating fundraising platforms and being widely promoted as catch‑all solutions for non‑profit 
governance and social policy challenges. Finally, the global ramifications of China’s digital phi‑
lanthropy boom will be discussed in light of these findings, notably with a view to potential ap‑
plications of Chinese innovations in other contexts.

2 The political economy of China’s quest for “smart philanthropy”

The surge in Chinese internet philanthropy has been primarily driven by the same corporate actors 
that have been at the forefront of the country’s networked digitization at large. Most providers 
of China’s predominant online fundraising platforms – which act as the crucial intermediaries 
between fundraising non‑profits and potential donors – are corporate foundations closely tied to 
the same companies that have successfully popularized social media (notably Tencent and Byted‑
ance), online shopping (Alibaba’s Taobao, Jingdong, or Pinduoduo), or e‑payments (Alibaba’s Ant 
Group) and are now pioneering the frenetic artificial intelligence (AI) race.3 Any understanding of 
philanthropy digitalization thus starts from the intricate and ambiguous relationship between these 
stock‑listed companies and the Chinese Communist Party (CCP)‑led state, which has been con‑
stantly searching for a balance between industry promotion and total political control – both in the 
economically preponderant ICT sector and in the non‑profit sector, which is of critical importance 
to public welfare and social stability.
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2.1 State and corporate power in China’s platform economy

In the digital platform economy, user data is the critical currency (Doorn & Badger, 2020; Liu, 
2021). Market power and profits are accumulated by maximizing user stickiness on own applica‑
tions (Su & Flew, 2021, p. 71), which is most effectively achieved through platform convergence, 
integration, and consolidation to fully leverage network effects (Calvano & Polo, 2021; Cutolo &  
Kenney, 2021). While American ICT giants have taken advantage of the laxness or slowness of 
digital‑era regulation and the absence of adequate competition law to establish near‑global oli‑
gopolies, their Chinese counterparts have benefited from state protection against this kind of for‑
eign competition (Chan & Kwok, 2022, pp. 135–136). Demonstrating their usefulness as private 
for‑profit actors for the CCP’s socio‑economic development goals, they have relied on informal 
alliances with state actors to effectively increase their reach into all spheres of social life (Su &  
Flew, 2021).4 But counter to conventional wisdom in the West, they have not merely copied US 
applications; instead, the fierce competition within the booming Chinese market has led to a prolif‑
eration of innovative applications that have been quickly adopted by China’s over 1 billion internet 
users. In particular, with its vast array of integrated functionalities, Tencent’s super‑app WeChat 
has long surpassed the platform convergence level reached by any of its Western competitors 
(Plantin & Seta, 2019). Its cross‑sectoral platform power today is only rivaled by its main domestic 
competitor, Alibaba, whose digital empire dominates the online retail and e‑payment markets (Liu, 
2021, pp. 48–50).

2.2 “Internet+ philanthropy”: platform power extending  
to the non‑profit sector

The Chinese government’s “internet+” (互联网+) strategy, a national policy initiative formalized 
in 2015 (State Council of the PRC, 2015), played a central role in this regard. The basic tenet of 
“internet+” is to integrate the internet with all aspects of the economy and society. This includes 
promoting innovation and entrepreneurship within the internet sector, using the internet to im‑
prove the efficiency and effectiveness of public services, as well as using digital technology to 
create new opportunities for businesses and individuals’ socio‑economic participation.

The strategy’s publication signaled government support and spawned frantic development of 
pioneering AI solutions to digitize socio‑economic governance across the board. Provincial gov‑
ernments have entered numerous cooperation agreements with leading technology companies in 
order to gain an edge in their fierce competition to develop the most innovative, “smartest” forms 
of governance (Zeng, 2020, pp. 1446–1454). While the state‑supported digital transformation has 
boosted the growth of China’s leading ICT companies, the logic of an ever‑expanding platform 
economy also put them under competitive pressure to expand their reach into all strides of society.

The logic behind “internet+” also boosted digital solutionist thinking in the social welfare sec‑
tor. Technical solutions have been floated and anticipated for virtually any social governance prob‑
lem, from rural education of disadvantaged children and elderly care to fighting environmental 
degradation to more efficient allocation in urban housing. This openness to digital solutions to ad‑
dress the sector’s severe problems created opportunities for ICT companies to offer their services 
to public welfare agencies as well as social organizations. It is thus consequential that Tencent, 
Alibaba, and their competitors have also tapped into the expanding online fundraising market and 
jumped on the “internet+” bandwagon by rebranding their own charitable ventures as “internet+ 
philanthropy” 互联网+公益 or as building a “smart philanthropy system” (智慧公益体系, zhihui 
gongyi tixi) (Gongyi Zhongguo, 2017).
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2.3 The 2016 Charity Law: the paradox of legal  
recognition and regulatory containment

After years of expert consultation and bureaucratic wrangles, the Charity Law (慈善法, cishanfa) 
was passed by the National People’s Congress in March 2016 as the first‑ever formal law to gov‑
ern Chinese philanthropy (Howell, 2019, pp. 60–76; Lang, 2018, pp. 159–165). In the context of 
an authoritarian crackdown on autonomous social actors in civil society, the law was greeted in 
the sector as a sign of official recognition of philanthropy’s important role in society, even under 
stringent political control (Spires, 2020, p. 572). Following the state’s agenda of promoting the 
“healthy and orderly development” (People’s Daily, 2012; State Council of the PRC, 2014) of the 
non‑profit sector, the Charity Law also set out strict rules for online donations, which were justi‑
fied as “protecting internet philanthropy” from fraud and misappropriation risks (Philanthropy 
Times, 2016). In effect, the law not only accepted but legally consolidated and reaffirmed the 
dominance of corporate oligopolies by setting higher formal barriers to online fundraising in the 
name of transparency and the fight against online fraud (which indeed is a major risk in China’s 
online environment). To rein in the uncontrolled spread of online advertisements for charitable 
donations of all kinds, Art. 23/3 CL notably mandates information disclosure on “unified or des‑
ignated charity information platforms” 统一或者指定的慈善信息平台 for all online fundraising 
activities. In other words: No organization or individual is allowed to raise funds online (even 
via their own websites) unless it has registered those activities on one of the “designated” (i.e., 
government‑approved) platforms. This requirement puts those platforms in a privileged intermedi‑
ary position between the public and “organizations with public fundraising capacity” (具有公开
募捐资格的慈善组织, Art. 22) since the latter are only allowed to launch fundraising campaigns 
after having gone through their respective accreditation procedures. In the first year, the Ministry 
of Civil Affairs (MoCA) only accredited 20 organizations as designated “Internet Fundraising In‑
formation Platforms” (IFIP) (MoCA, 2018). Another ten platforms were added in November 2021 
but remain negligible in quantitative terms (MoCA, 2021). This means all relevant platforms are 
controlled by China’s major internet companies or their corporate foundations (see Figure 14.1).

Moreover, the vast majority of donations are concentrated on the three most powerful plat‑
forms, Tencent Charity as well as Alibaba’s Ant Charity and Taobao Charity, with Tencent alone 

Figure 14.1 Oligopolistic structure of Chinese online fundraising.
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controlling almost two‑thirds of the market. This oligopolistic nature of online fundraising5 has 
been the subject of public criticism (Jian, 2018; Zhang, 2020), yet the government has not made 
any visible effort to change this situation in the years since.

In contrast with the sluggish, patchy implementation of most other aspects of the Charity Law 
(Sidel, 2022), detailed technical regulations were issued in 2017 to specify the obligations of 
platforms in terms of service provision, data transparency, and security, as well as supervision and 
complaints management. Inter alia, platform providers must implement a “social reporting” (社会
举报) tool, respond to users’ complaints within five workdays, and, if complaints are established 
to be justified, interrupt or take down fundraising activities from their platforms (MoCA, 2017, 
Art. 5.1.5). The Measures for the Administration of Public Fundraising Platform Services, issued 
jointly with the CAC and other ministries, include additional obligations for platform providers 
(Ministry of Civil Affairs [MoCA] et al., 2016), such as to publish comprehensive online fundrais‑
ing information not only within their own messenger apps but also on the platform’s designated 
websites. At the same time, the original and, by far, most detailed data remain with the companies.6

In sum, notwithstanding China’s strictly authoritarian setup with a globally unparalleled level 
of digital political control over the online space, most developments in the digital philanthropy area 
are driven by corporate tech giants rather than the state. The following section will, therefore ana‑
lyze their digital philanthropy models and discuss their implications for fundraising organizations.

3 “Smart philanthropy” according to Chinese tech giants

The paradox of internet philanthropy under authoritarianism is that China’s ICT companies, all 
while acting as a prolonged arm of the state security apparatus in constraining any genuinely 
political civil society functions of their social media platforms, have also set out to develop new 
digital tools for NGOs to engage with stakeholders, organize help for poverty‑ or disaster‑stricken 
areas, and attract new funding sources. Their vision of “smart philanthropy” (Pi, 2019a) is based 
on the (largely unchallenged) claim that digital technologies are inherently better at inciting people 
to donate to charity, identifying the most promising recipients, and connecting the two to increase 
the overall efficiency and effectiveness of charitable giving.

3.1 Blurred boundaries between philanthropy  
and corporate social responsibility

Control of the Internet Fundraising Platforms formally rests with non‑profit organizations, namely 
the corporate foundations set up by ICT companies as part of their “social responsibility” strategies. 
However, there is not even a real pretense of organizational autonomy, as the non‑profit structures 
operating the platforms primarily serve to convey the technological innovations of their parent 
companies to the social sector and to demonstrate their usefulness for philanthropic purposes.

Taking the example of Tencent, the integration between Tencent Foundation and Tencent Inc. 
is seamless at all levels: From Chen Yidan, Tencent co‑founder and honorary chairman of Ten‑
cent Foundation, to Guo Kaitian, the company’s senior vice president and chairman of Tencent 
Foundation, the corporate and foundation management has always been deeply intertwined. Staff 
are routinely transferred back and forth and sometimes even do company and foundation work 
on the same job (INT‑12, INT‑08). A high‑level Tencent Foundation manager I interviewed even 
presented their philanthropic mission as one of “corporate social advocacy” work, which they dis‑
tinguished from “traditional CSR activities” as a more impactful way of “using a company’s core 
capabilities to promote groundbreaking developments for the public benefit” (INT‑10).
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Alibaba, which through its subsidiary Taobao controls large swathes of China’s online retailing 
market, even more bluntly presents charitable donations as an extension of commercial transac‑
tions: Thus, Taobao’s officially accredited fundraising platform is fully integrated into its commer‑
cial retail platform. Charitable projects are advertised and can be searched, found, and “purchased” 
like hairdryers, smartphones, or holiday trips. Philanthropic behavior on these platforms – particu‑
larly in the e‑commerce world – is effectively being transformed into just another, “benevolent” 
form of online consumption. On the one hand, this has helped the quantitative success of online 
fundraising via these platforms. On the other, it has also subjected non‑profit organizations seek‑
ing to raise funds to precisely the same commercial logic, including recommendation algorithm 
optimization and customer attraction, as any retailer business selling for its own profit (INT‑06).

These blurred boundaries between for‑profit and non‑profit structures in those tech empires also 
explain how the corporate foundations running the platforms think about their own mission: The 
interviewees I spoke to at Tencent Foundation all had an ICT background rather than expertise in 
non‑profit management or social work. This selective technological expertise and associated value 
systems have profound implications for how the foundation addresses its field‑level responsibili‑
ties as administrator of the largest online fundraising platform. Thus, common problems such as 
the embezzlement of funds, a perceived lack of efficiency, or the widespread public distrust in 
charitable organizations are consistently framed as being due to “traditional” mindsets and “out‑
dated” business models in the offline world, with better data quality and algorithmic oversight 
presented as the catch‑all solutions (INT‑11).

3.2 The promise of technological innovation: “philanthropy for everyone”

In the offline world, Chinese corporate foundations and philanthropists typically engage in rather 
conventional, mainly locally oriented charity projects in the education, health, or poverty allevia‑
tion sectors (Cunningham & Li, 2020). Tech‑philanthropists like Tencent’s Chen Yidan explicitly 
distinguish their work from this “traditional charity” model, derided as ineffective alms‑giving 
(Chen, 2021, p. xxxvvii). Instead, they have the aspiration of “bringing charity to the people,” 
namely by building a digital philanthropy system with “zero thresholds 零门槛, more transpar‑
ency 更透明, and participation opportunities for everyone 人人可以参与” (Guo Kaitian, Tencent 
senior vice president and chairman of Tencent Foundation, quoted in Tencent, 2017). Combining 
Andrew Carnegie’s notion of “strategic philanthropy” with a Confucian adage, Chen claims that 
“[c]harity is like giving a man a fish, and philanthropy is like teaching a man to fish as well as 
improving the area he is fishing in” (Chen, 2021, p. 314). By providing an entirely new digital 
ecosystem for convenient donations with “philanthropy at your fingertips” (Jing, 2021; official 
Tencent translation of 指尖公益), Tencent thus allegorically promises a greatly improved fishing 
area for charitable organizations, i.e., a new online ecosystem with opportunities for everyone. My 
interviews at Tencent Foundation confirmed that the technology‑optimist philanthropy managers 
running the platform are confident that what they have achieved is not simply quantitative growth 
but the invention of a whole new form of less elitist, more open, and more effective middle‑class 
philanthropy:

You know what the true achievement of Tencent Foundation is? Having brought charity to 
the people, having enabled everyone to become a philanthropist […] Traditional charity is a 
thing of rich people. Internet charity is very different.

(INT‑10)
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As public donations made via its Tencent Charity platform have been surging (see Figure 14.3), the 
market leader hails its own “transformative power” in “making philanthropy an everyday part of 
life” (Tencent, 2022b) and thus, in the words of Chen Yidan, transform Chinese society and even 
humanity‑at‑large into a sphere of “kindness” 善良 (Zhang, 2016). Tencent Foundation’s model 
of “philanthropy for everyone” (Philanthropy Times, 2019) is mirrored by what Alibaba’s Jack 
Ma has called “personal philanthropy,” which for him consists of unleashing “the power of small” 
(Luo, 2018), i.e., relying on the collective wisdom of internet users in selecting the best projects.

Stirring user engagement is a top priority and key competence of leading tech companies. Thus, 
the multiplication of (small‑scale) donors among China’s large middle class is an unquestionable 
achievement of digital philanthropy platforms over the past decade (Internet Society of China & 
China Philanthropy Research Institute, 2023, p. 14). In addition, the more ambitious promise is 
to improve the governance of charitable donations significantly, thanks to increased transparency 
(which, as seen above, has become a legal requirement which tech firms have to comply with) and 
technological improvements in project selection, governance, and implementation (Wen, 2020).

Capturing these technology‑related promises for the non‑profit sector, Alibaba has coined the 
buzzword “charitable big data” (慈善大数据 or 公益大数据) (Gongyi Zhongguo, 2017; Hu, 2019). 
Meanwhile, under the slogan “Tech for Good” (Yang, 2019), Tencent’s environmental and social 
governance (ESG) agenda builds on the claim of “using AI to build a more sustainable world” 
(Tencent, 2020b). Such catchwords have been readily adopted by non‑profit scholars and field pro‑
tagonists, who overwhelmingly present the use and potential of “charitable big data” as a boon for 
the field (Wang & Li, 2019, p. 262) and a source of “social innovation” (Liang, 2018, pp. 434–437). 
The potential of digital philanthropy is notably contrasted with the severe governance problems of 
China’s offline philanthropy sector, which most experts agree has fundamentally lost public confi‑
dence after a decade of uncontrolled growth, poor project quality, and numerous misappropriation 
scandals. According to the Secretary General of the China Foundation Forum, “[t]echnology can 
greatly improve the philanthropy sector’s productivity, enhance transparency and accountability, 
promote public participation and build more trust” (quoted in Chu & Wang, 2018, p. 23).

3.3 “99 Giving Day”: Tencent’s digital upheaval of philanthropy

The so‑called “99 Giving Day” (99公益日) epitomizes how the digital transformation has stirred 
up the entire sector. Initially launched by Tencent on 9 September 2015, it has rapidly evolved into 
a massive ten‑day event involving various fundraising competitions and promotional events with 
a soaring number of external corporate partners (Jing, 2021, pp. 373–375).

99 Giving Day has been an important reason and amplifier of Tencent’s success and domi‑
nant position in digital philanthropy, not least thanks to corporate donation matching whereby the 
event’s corporate sponsors match certain donations made on the platform during the event and thus 
double their financial impact. Due to its tremendous success in terms of positive publicity, it has 
been mimicked by Alibaba’s “95 Philanthropy Week” (95公益周) and Sina Weibo’s “Everybody’s 
Philanthropy Festival” 人人公益节. These corporate events, effectively promoted via the technol‑
ogy companies’ widely used platforms, have largely obfuscated the government’s official “China 
Charity Day” (中华慈善日), stipulated in the Charity Law (Art. 7).

The cyclical distribution of project data on Tencent Charity (see Figure 14.2) underscores that 
many fundraising organizations have adjusted their entire programming to this central event and 
designed their projects accordingly. As illustrated in Figure 14.2, 46% of all projects started their 
fundraising in August in the run‑up to what one program manager described as the “99 craziness” 
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(99疯狂) (INT‑06). The latter term reflects a widely shared ambiguity among fundraising organi‑
zations regarding the event (and online fundraising on the platform more broadly): Non‑profit 
managers tend to see it as an essential chance to diversify their revenues, especially in a context 
where foreign donors are shying away from China (INT‑04) and Chinese elite philanthropists 
remain reluctant to offer grants to NGOs (INT‑09); at the same time, many complain about a sys‑
tem tilted in favor of larger organizations, as fundraising staff increasingly struggle with growing 
competition and complex rules (INT‑05; see also Zhang, 2020). This competition is also intensi‑
fied by a growing number of so‑called “government‑operated NGOs” (GONGOs) – i.e., non‑profit 
organizations with a strong affiliation to government agencies at different levels and are usually 
tasked with implementing official social policy goals – which have equally discovered the event 
as an opportunity to shore up their budgets.

99 Giving Day has been used by Tencent Foundation to develop its platform beyond a digi‑
tal marketplace where NGOs advertise their own projects. The invention of ever‑new technol‑
ogy‑based tools serves the primary goal of entertaining users and making it fun for them to engage 
in small‑scale charitable action (Chen, 2021; Jing, 2021). For instance, donations are made part of 
smartphone games for which users pay at the outset and can playfully boost their donation’s impact.

The foundation’s direct intervention in project development and selection has been brought to 
a new level with the setup of “One Flower, One Dream” (一花一梦想, yi hua yi mengxiang) in 
2022, a program that lets Tencent’s app users pitch their own philanthropic project ideas (Tencent 
News, 2022). Proposed projects are then screened and shortlisted by the foundation. Again, the 
precise criteria fed into the selection algorithm remain opaque, and human selection also appears 
to play a role in creating the shortlist, even if only a handful of staff are assigned to these tasks. 
Pre‑selected projects are then submitted to a public online vote on the occasion of 99 Giving Day:

“One Flower, One Dream” aims to raise the public awareness of social issues and allows 
people to track the progress of projects and donations […] The public are not only donors, 
but also planners. Companies that provide funds and the beneficiaries will make your dream 
philanthropic projects a reality.

(Ge Yan, Secretary General of Tencent Foundation, quoted in Tencent, 2022a)

WeChat users, whose “public awareness of social issues” the foundation aims to raise here, do‑
nate to vote for their favorite projects with “little safflowers” 小红花 in exchange for receiving 

Figure 14.2 Distribution of Tencent Charity project launches over time.
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what Tencent calls a “kindness certificate.” The genuine innovation of the program is that 
for those projects receiving the most popular votes, Tencent Foundation selects “suitable 
non‑profit organizations” to implement them. The platform then promises to “regularly report 
back to the project’s supporters on its implementation progress” (Tencent, 2022a). This turns 
the usual NGO logic upside down: Instead of professional fundraising organizations seeking 
financial support for their projects, the individual donors themselves suggest projects, and the 
platform organization that puts itself in charge of identifying “suitable” implementing organi‑
zations thanks to its technological prowess. This self‑arrogated role of an automatic match‑
maker between “charitable users” striving for impact and non‑profit organizations searching for 
resources is justified on participatory grounds: transforming small‑scale donors into “creators” 
of their own projects.

However, such “charity innovations” introduced by Tencent each year in the run‑up to 99 Giv‑
ing Day have only reinforced the pressure, especially on smaller organizations. Fundraising or‑
ganizations, which are not involved in developing the tools, now allocate significant resources 
each year to understand the new logics and how best to use them to their advantage (INT‑03; 
INT‑07; INT‑02). They are thus increasingly competing with each other for the most innovative 
and entertaining projects to stand a chance of attracting donations and corporate matching money.

3.4 Market concentration and drop in individual fundraising success

In addition to the opacity of success criteria in the digital fundraising world and the pressure on 
NGOs to constantly adjust to new “innovations” imposed on them by platform providers, smaller 
NGOs have also borne the brunt of a trend toward the concentration of resources over time. The 
Tencent Charity project data thus shows that while the overall number of donors and donations has 
sharply increased, especially after 2015, these donations have become increasingly concentrated 
on a few high‑profile projects run mainly by large foundations – often with a governmental back‑
ground. The growing inequality (shown by a rising Gini index since 2011) combined with the rapid 
growth in project proposals explains why the median amount raised per project, i.e., what an NGO 
could typically expect to obtain on average, has drastically declined over time (see Figure 14.3).  
The Covid‑19 epidemic in early 2020 further accentuated this trend, with state‑affiliated disaster 
relief organizations soaking up most of the disaster relief funding provided by a population keen 
on supporting their compatriots in lockdown‑affected areas.7

Another notable shift in the wake of the Charity Law’s implementation has been a marked 
drop in projects proposed by individuals (see Figure 14.2). Such projects, mostly involving people 
pleading for money to pay for the medical treatment of their children and relatives, were relatively 
successful in the platform’s early, less strictly regulated phase but have drastically declined in con‑
trast with the overall platform boom after 2016. More complicated registration and transparency 
requirements put in place when the Tencent Charity platform became formally accredited as IFIP 
(INT‑11) have indeed made it much harder for individuals to propose such small‑scale self‑help 
projects. Tencent itself has also further raised the bar for less professionalized actors in the name 
of “transparency and openness”:

Since its inception, 99 Giving Day has adopted transparency as its core principle. This year, 
Tencent’s philanthropy platform set new participation criteria for institutions and projects. 
This threshold covers institutional qualifications, information disclosure, cooperation norms, 
and project viability to support the healthy and sustainable development of the industry.

(Tencent, 2022a)
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In this sense, the professionalization of online fundraising has largely closed the door to a more 
informal and spontaneous practice of crowdfunding‑based mutual help, which was characteristic 
of an early phase of internet philanthropy. More broadly, looking at the fundraising success by 
organizational affiliation over time (see Figure 14.4), it becomes apparent how GONGOs – espe‑
cially the rapidly growing number of participating local‑level government organizations – have 
increasingly crowded out independent NGOs and individuals and are walking away with increas‑
ing shares of the digital philanthropy jackpot.

Figure 14.3 Fundraising trends on Tencent Charity: platform expansion and soaring inequality.

Figure 14.4 Independent organizations and individuals outcompeted by GONGOs.
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To some extent, the challenges, especially for individuals seeking to raise funds, have been 
recognized in the context of the Charity Law revision process since 2020. However, regulators’ 
primordial concern with political control makes it difficult to compromise on the requirement 
that only formally accredited organizations with state‑approved public fundraising capacity can 
conventionally act as recipients of funds. This means that both individuals and more independ‑
ent organizations without that official seal remain dependent on those accredited organizations to 
sponsor their project applications and receive and manage donations on their behalf. The latter 
have few incentives to do so for individuals considering the actual risks of fraud and the high costs 
of cross‑checking the veracity and plausibility of individual cases – a problem that is accentuated 
by the proliferation of machine‑generated fraud in China’s online environment.

4 AI applications in the Chinese non‑profit sector

The previous section focused on tech firms and their foundations’ role as digital philanthropy 
brokers who use their commercial digital ecosystems to lower participation thresholds for their 
hundreds of millions of daily users. A second dimension of digital philanthropy is the direct appli‑
cation of artificial intelligence to public interest causes. China has offered a propitious experimen‑
tation ground for these applications due to widespread technology optimism, weak AI regulation, 
as well as non‑profit leaders’ and experts’ agreement on the need for innovative solutions to im‑
prove sectoral governance.

4.1 AI‑based project recommendation – a powerful black box

So far, the use of AI in the context of soliciting, managing, and distributing charitable donations 
remains unregulated, as the 2016 Charity Law and its implementing regulations still need to con‑
sider the concept. In this gray area, companies like Tencent promise to apply any digital technol‑
ogy at their disposal to “broaden the appeal of charities” by integrating project recommendations 
into their “mobile payments, social networks, cloud computing […] and games such as Honour 
of Kings,” following the principle that “[t]he easier it is to make a donation, the more people are 
willing to help” (Tencent, 2020a).

But whereas fundraising organizations are indeed bound to high transparency standards 
vis‑à‑vis regulators and the public, tech firms’ proprietary information – especially the algo‑
rithms used for selecting and recommending projects to potential donors – remains as opaque 
as in any other digital platform business. As a result, the determinants of fundraising success on 
digital platforms are nowhere near as transparent as the information submitted by participating 
organizations.

Given the close integration of fundraising platforms into social media and e‑commerce ap‑
plications, tech corporate foundations are apparently applying their parent companies’ tools for 
maximizing user engagement on their platforms to attract more users to philanthropic projects and 
incite them to donate. Whereas the IFIPs are bound to the legal requirement of listing all projects 
on a dedicated website,8 user interaction is far higher via smartphone‑based application interfaces, 
where charity projects are recommended to users in a tailored fashion akin to videos on Douyin/
TikTok or sponsored products in a Taobao online shop.

The same opacity reigns over Tencent Foundation’s pre‑selection process of projects on the oc‑
casion of 99 Giving Day for special activities like the above‑mentioned “little safflower” project. 
Considering that Tencent Foundation only has a very small team working on this issue,9 the pro‑
cess of assessing any project’s viability is necessarily automated. However, the criteria, let alone 
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the algorithms used for this selection process, remain unfathomable. Asked about earlier instances 
of project prioritization, interviewees at Tencent Foundation appeared unaware of the precise se‑
lection process and vaguely referred to the parent company and its “high‑tech recommendation 
models” (INT‑10).

NGOs’ lack of understanding of what exactly makes projects visible and successful means 
that they engage in educated guesswork about the obscure workings of Tencent’s algorithms 
(INT‑01; INT‑11). As a consequence, a new industry of internet fundraising consultants is 
emerging who promise to help NGOs and foundations optimize their project advertisements 
for algorithmic discoverability and “fundraising optimization” (INT‑13), which increasingly 
influences decisions about whether and how projects are designed and proposed in the first 
place (INT‑14). Since Chinese regulators have not stepped in to hold the platform provid‑
ers to higher standards of decision‑making transparency, fundraising organizations relying on 
Chinese IFIPs today already find themselves in the unenviable situation recently described by 
Davies in the Alliance Magazine as a possible future of AI‑dominated grant‑making systems 
on a global scale:

When it comes to automated decisions that are made by opaque ‘black box’ algorithms, 
however, it may be entirely unclear to anyone exactly why the decision was taken and where 
accountability lies if the decision is found to be incorrect. Any civil society organisation 
that ends up on the wrong side of such a decision may find itself in a Kafkaesque nightmare 
where it is almost impossible to get answers, let alone redress.

(Davies, 2023)

4.2 Machine learning against machine fraud

Whereas these concerns voiced by fundraising organizations appear nowhere in the tech‑op‑
timist corporate philanthropist discourse, one problem specific to digital philanthropy that is 
being acknowledged and tackled by platform providers is the proliferation of automated fraud 
schemes, which equally rely on AI technologies to subvert and exploit the digital philanthropy 
boom. As the 99 Giving Day evolved into a major national fundraising event with significant 
financial opportunities for prospective recipients in 2017, Tencent first acknowledged the prob‑
lem of “machine‑generated fraudulent transactions” (机器刷单) and vowed to take action 
against the intrusion of so‑called “black technology” (黑科技) into the field of online fundrais‑
ing (Li, 2017). Common deceptive strategies consist of the automatized experimentation with 
many different (spurious) activity descriptions to optimize discoverability, the mass creation of 
“donor bots” making super‑fast donations to own projects simply to extract matching money 
from corporate sponsors, or the automated creation of fake recommendations to boost organiza‑
tion profiles.

Faced with these challenges of fraud in the context of the 99 Charity Day, Tencent Foundation 
claims to have developed various counterstrategies. Apart from deploying corporate technology to 
identify fake profiles, Tencent also announced in 2020 that it used blockchain technology to make 
projects “traceable and verifiable” (Tencent, 2020a):

Through blockchain technology, all fundraising projects can be “on‑chain” to increase trans‑
parency. At the same time, the source can be traced, reviewed and cannot be changed at will, 
and the data information can be tracked throughout the process.

(Li, 2020)
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While this may indeed help to prevent retrospective or experimental alterations to online infor‑
mation with the sole purpose of increasing donation prospects, it remains unclear how the fun‑
damental problem – namely that of verifying whether advertised activities online correspond to 
genuine, well‑managed projects in the offline world – could be solved by blockchain or artificial 
intelligence solutions alone.

4.3 China’s “Philanthropy 3.0 Era”: unquestioned  
synergies between AI and philanthropy

Beyond their intermediary role in the solicitation and management of charitable donations, the 
same tech companies and their foundations are also promoting direct applications of AI tech‑
nologies to create a “Philanthropy 3.0 Era” which, according to Baidu, consists in “providing a 
large number of application scenarios for technology to solve social problems” (Hu, 2019). The 
essential logic of “philanthropy 3.0” is for tech companies to either use their corporate founda‑
tions or partner with other non‑profit organizations to deploy new technologies free of charge to 
marginalized populations to demonstrate their social merit and favor broader deployment, includ‑
ing for commercial purposes. A typical case in point is Alibaba’s promotion of AI‑based education 
programs to address the problem of a lack of qualified teachers in China’s remote rural areas. 
The program offers digital devices equipped with learning software developed by the Alibaba AI 
Laboratory to libraries in rural areas (Li Qing, 2018). More ambitious initiatives presented at the 
China Charity Fair include robot teachers deployed in rural schools or philanthropic offers of AI 
technologies to improve elderly care (Wang, 2018).

In recent years, other applications of AI to increase the efficiency of charity programs promoted 
by Baidu, Tencent, or Alibaba have abounded. This includes internationally highly controversial 
technologies that are applied pro bono to support philanthropic projects and demonstrate their 
“public interest” qualities. The most prominent case in point is the use of facial recognition tech‑
nology to help people track missing children and other family members (Pi, 2019c; Wen, 2020). 
Baidu, for instance, claimed in 2019 that it had already helped 8,500 families reunite (Li, 2019). 
However, these “charitable” achievements cannot be detached from far more problematic applica‑
tions of the same technologies to track and trace citizens in the name of an authoritarian population 
control agenda. The very reason these “people search” programs appear to work so well, after all, 
is the omnipresent deployment of surveillance cameras equipped with highly sophisticated facial 
recognition technology across Chinese cities and troves of data accumulated on tech companies’ 
servers which help the government manage and analyze them. Thus, what is promoted as “Internet 
+ Rescue and Family Search” (Pi, 2019b) is essentially a side‑product – and a social legitima‑
tion – of a much larger state‑driven and AI‑enabled social control program.

Not only is AI increasingly used for the improvement of philanthropy, but philanthropic pro‑
jects have, in turn, started to be used for the improvement of AI: Under the label of “AI‑based 
poverty evaluation,” Alibaba partnered with the China Women’s Development Foundation, a ma‑
jor government‑affiliated non‑profit, in 2019 to offer tailored vocational training for women from 
impoverished households in areas with high unemployment rates and offer them jobs as “Artifi‑
cial Intelligence trainers” (The Paper, 2019). In other words, the “philanthropic” project recruits 
low‑cost coders for Alibaba to carry out the burdensome task of human labeling that is crucial in 
the training of generative AI models and thus heavily sought after by ICT companies across the 
globe. However, even this ethically questionable use of non‑profit structures for obvious busi‑
ness purposes received overwhelmingly positive press reports and is presented as an instance of 
“AI‑based poverty evaluation” in the Chinese press.
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5 Conclusion: sectoral and global implications of  
philanthropy digitalization under authoritarianism

The chapter has elaborated on the two sides of the medal of China’s digital philanthropy boom. On 
the one hand, the advent of digital fundraising platforms and convenience‑oriented innovations for 
making small‑scale donations proposed by ICT companies has enabled the participation of large 
swathes of China’s middle class in philanthropic activities. On the other, platform providers’ lofty 
promises regarding technology‑based solutions for the sector’s problems are fraught with con‑
tradictions. While massively increasing the circle of donors and potential beneficiaries, internet 
philanthropy has also led to a further spike in fundraising inequalities within China’s non‑profit 
sector in favor of a few organizations, mainly with a governmental background. Platform data has 
shown that China’s largest online charity event, the “99 Giving Day,” has only exacerbated these 
trends, although the growing concentration of funds starkly contrasts with Tencent’s purported ef‑
forts to make charity accessible to all.

The Chinese Party‑state’s attitude toward the private, stock‑listed tech firms driving the coun‑
try’s digital transformation has remained ambiguous. On the one hand, the Chinese Party‑state 
has accepted and even reinforced corporate oligopolies with the internet fundraising information 
platform system mandated by the Charity Law. On the other, the regulatory crackdown on “big 
tech” launched in 2021 underscored the CCP leadership’s concerns over ICT firms’ vast business 
empires and discretionary power. But while stepping up pressure on ICT companies to further 
restrict political controversies and excessive online gaming, authorities have adopted a far more 
supportive attitude in the field of AI development. The ChatGPT‑induced boom in AI‑related in‑
vestments in the US has further fueled this politically supported “AI arms race” in China. As the 
discussion above has shown, AI innovations are being widely deployed, tested, and fine‑tuned in 
social and educational policy fields, all in the name of philanthropic initiatives and supported by 
corporate or state‑affiliated non‑profit organizations.

5.1 Global implications beyond the Chinese case

China is now at the global cutting edge of ICT developments and aspires to propose “digital so‑
lutions” for the world’s problems – including in the philanthropic sector (Xu, Huang, & Zhang, 
2021). To start with, the ICT firms behind the philanthropic foundations running the Chinese online 
platforms have acquired a global reach and are engaging in global philanthropic activities (Chu &  
Wang, 2018). In recent years, official state media have increasingly voiced the aspiration to “con‑
tribute a Chinese innovation blueprint to the development of the global philanthropy sector” (China 
Daily, 2022). A “China model of internet philanthropy” is further developed in state‑sponsored 
think tank reports (Internet Society of China & China Philanthropy Research Institute 2023).

Internet philanthropy is also integrated into China’s broader agenda to promote alternative 
models of internet governance at a global level. China’s most important forum for this endeavor, 
the World Internet Conference in Wuzhen, has served to advance notions such as “internet sov‑
ereignty” and promote China’s cyberspace governance as a more harmonious and socially ben‑
eficial model. It now also features a side event called “Digital Philanthropy and Digital Poverty 
Alleviation Forum” (数字公益慈善与数字减贫论坛), where China’s major tech companies 
are advancing their claims at improving the world through the development of new informa‑
tion technology (Cyberspace Administration of China 2022). State media have started to present  
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“AI+ philanthropy [as] a global consensus” and call for the “construction of international AI pub‑
lic welfare platforms to boost the AI public welfare industry” (Guangming Daily, 2023), including 
in the United Nations.

Technological innovations, including AI applications in the Chinese philanthropy field, will 
thus have global implications. Discussions about the potential applications of the same or similar 
tools in other contexts will need to consider the political context, given the extreme level of politi‑
cal control that the Chinese Party‑state is now exerting over the economy and a fortiori over the 
non‑profit world. There are clear ethical concerns regarding the application of potentially intrusive 
technologies such as facial recognition for tracking people, but also, more broadly, regarding the 
use of vast amounts of organization and project data to train AI models and recommendation 
algorithms.

However, the Chinese case must not be exoticized to suggest that problematic developments 
only occur there or that all philanthropy innovations coming from China are inherently threaten‑
ing. For one, this prevents genuine insights into the opportunities and risks associated with AI 
applications to philanthropy. Secondly, flat‑out rejection of Chinese innovations in Europe and the 
US will not halt their diffusion to other parts of the world, as Chinese experiences in poverty alle‑
viation, disaster relief, and prevention, or medical care are already being promoted and transferred 
to many countries in the Global South. Here again, Chinese tech companies, who are expanding 
their commercial empires along the Chinese “Belt and Road Initiative” (Su & Flew, 2021), are also 
becoming a driving force in the philanthropic field, as the provision not only of medical equipment 
but also of e‑health governance platforms to governments in the Global South in the wake of the 
Covid‑19 pandemic has demonstrated. In this context, global philanthropy researchers and practi‑
tioners will need to keep an open and critical eye on Chinese digital philanthropy developments to 
understand their innovative potential, associated risks, and ethical challenges.

Table of interviews

Code Date Description

INT‑01 01/09/2017 Mid‑level manager at Chinese civic foundation
INT‑02 11/09/2018 Executive director of a Chinese foundation with international cooperation 

partners
INT‑03 14/09/2018 Program manager, Chinese GONGO Foundation
INT‑04 09/06/2019 Senior advisor and former CEO of a Chinese civic foundation
INT‑05 06/09/2019 Head of International Activities at a Shenzhen‑based civic foundation
INT‑06 06/09/2019 Research officer at a Shenzhen‑based Chinese foundation
INT‑07 19/09/2019 China‑based philanthropy consultant
INT‑08 20/09/2019 Shenzhen‑based CSR and corporate charity expert and consultant
INT‑09 21/09/2019 Mid‑level manager at a Chinese non‑profit organization offering training and 

consulting for NGOs
INT‑10 23/09/2019 Leading manager, Tencent Foundation
INT‑11 23/09/2019 Project officer, Tencent Foundation
INT‑12 29/06/2019 CSR officer in a large corporate foundation in Shenzhen
INT‑13 02/10/2020 Manager at a civic NGO platform
INT‑14 11/11/2020 Project officer, Chinese environmental NGO
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Notes
 1 One peculiarity of China’s foundation sector is the prevalence of fundraising foundations, i.e., organi‑

zations that are set up as “foundations” (基金会) with an initial endowment but still rely on additional 
funds from the public or from institutional donors to carry out their project activities. Only a small minor‑
ity of foundations are purely grant‑making, although this structure following the US model is actively 
promoted by internationally connected field‑level organizations. This means that a clear‑cut separation 
between grant‑making foundations and fundraising NGOs is impossible to uphold in China’s philanthropy 
environment.

 2 Within a decade from 2011 to 2021, the number of donors using the platform annually surged from 
181,897 to 84.8 million, a 468‑fold increase.

 3 Taking the example of generative AI, between March and September 2023 alone, search engine giant 
Baidu first launched its ChatGPT competitor Ernie Bot, Alibaba announced the roll‑out of its generative 
AI service Tongyi Qianwen across various e‑commerce services, and Tencent promoted its foundation AI 
model Hunyuan to business clients.

 4 According to what it later rationalized as a “data sovereignty” (Liu, 2021, p. 52) or “cyber sovereignty” 
imperative, the Chinese government has consistently protected and propped up these corporate “national 
champions” dominating the Chinese cyberspace today. In departure from earlier Western literature positing 
ICT as a liberating technology and an inherent threat to autocratic rule, the CCP leadership identified the 
regime‑stabilizing potential of digital governance (Göbel, 2013, p. 836) and has consequently made the pro‑
motion of big data artificial intelligence solutions across the entire economy and society a top policy priority.

 5 According to my calculations based on Jian (2018), market concentration in the online fundraising market 
in 2017 amounted to a value of 0.45 on the Herfindahl–Hirschman index. Any value above 0.25 is indica‑
tive of a highly concentrated market.

 6 It remains unclear how much non‑public data is shared with state administrators on a regular basis, but the 
MoCA as the responsible supervisor would most likely be technically unable to handle Tencent’s massive 
datasets anyway.

 7 According to my database, the two most successful fundraising projects overall were Covid‑19 emer‑
gency relief programs launched in January and February 2020 by the Hubei Charity Federation and the 
China Social Welfare Foundation (two non‑profits with close government ties), respectively.

 8 The listing on the Tencent Charity platform’s website, from where I obtained the project dataset, is or‑
dered by project status, topic, and time of submission. However, there are featured projects on the front 
page, with no information about how projects are selected for advertisement.

 9 As per Tencent Foundation’s 2021 work report filed with the registration authorities (MoCA 2023), only 
six staff members are assigned to platform management overall. It is obvious that they are nowhere near 
able to review the 25,398 projects underway on the platform in 2021.
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A CASE STUDY ON AI USAGE FOR 

COLLECTING PHILANTHROPY 
DATA IN THE WESTERN BALKANS

Nikola Milinković and Marko Galjak

1 Introduction

In an era where data reigns supreme, understanding the intricate web of philanthropy becomes both 
a challenge and a necessity. Philanthropic gestures, rooted deep within cultural, socio‑economic, 
and political spheres, often echo the rich tapestry of diverse human motivations, aspirations, and 
needs. The Western Balkans, a region steeped in history and multifaceted identities, is a testament 
to the complexity of such philanthropic dynamics. Drawing connections and understanding giving 
patterns here is not merely an academic exercise but a pursuit that can inform, guide, and inspire 
impactful and sustainable philanthropic initiatives in a rapidly changing world.

The Giving Balkans philanthropy database emerges as a beacon in this quest, capturing the 
philanthropic heartbeat of seven unique Western Balkan countries: Serbia, Croatia, Bosnia and 
Herzegovina, Albania, Macedonia, Kosovo, and Montenegro. Documenting a staggering 90,313 
philanthropic gestures involving 35,779 distinct entities and transcending half a billion euros be‑
tween 2015 and 2022, the database serves as a record and a mirror reflecting the nuanced dance of 
giving in the region. As we delve deeper into this chapter, we aim to unravel the digital transforma‑
tion journey of this database, accentuated by the adoption of artificial intelligence. Through a case 
study lens, we will shed light on the successes, challenges, and the forward trajectory of integrat‑
ing AI for better, more efficient, and more insightful data collection and analysis.

This chapter is written in the middle of the transition to AI. It offers a snapshot of the current 
state of using AI for philanthropy data gathering and processing in the Western Balkans and is in 
no way the final form. With the field of AI evolving quickly, this is likely the case in two years. Our 
process will evolve following the rapid advancement of AI methods and tools.

1.1 The Western Balkans’ rugged philanthropic  
landscape—a contextual glimpse

The philanthropic landscape of the Western Balkans is complex. The first step in grasping the 
complexity is understanding the context in which Giving Balkans philanthropy data is collected. 
The Western Balkans is an intriguing ensemble of seven nations presenting a rich mosaic of 
shared histories and unique trajectories. While the majority of the countries—Croatia, Bosnia and 
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Herzegovina, Montenegro, and Serbia—were once tethered under the banner of Yugoslavia and 
share linguistic ties, Albania is different, marked by isolation during the Hoxha regime (Glenny, 
2001). Although retaining its linguistic link with Albania, Kosovo traversed its journey alongside 
the former Yugoslav states. The linguistic diversities, with Macedonia’s South Slavic language and 
the Albanian threads of Kosovo and Albania, add another layer to this complexity (Duncan, 2016). 
These linguistic differences pose a significant challenge in collecting philanthropy data consist‑
ently across the region. The challenge is primarily in terms of human resources. Overcoming the 
linguistic barriers requires a skilled workforce fluent in the region’s diverse languages.

Moreover, an in‑depth understanding of the local civic and philanthropic landscapes is impor‑
tant, often necessitating the recruitment of knowledgeable personnel from within each country. 
This ensures that data collection is linguistically accurate and culturally and contextually informed, 
an important aspect for reliable and comprehensive philanthropic data gathering. Another consid‑
eration is the verification process, where Philanthropy Data Analysts check with either donor or 
beneficiary about the donation instance that has appeared in the media. Having a local inquiring 
about veracity and additional information is much more likely to solicit a response than reaching 
out from a different country. This can be an important consideration in light of the region’s histori‑
cally sensitive context.

There are also considerable differences in the economies of the Western Balkans, as the poorest 
country (Kosovo) has a gross domestic product per capita (GDPPC) of $5,531.5. In contrast, the 
richest, Croatia, has a GDPPC of $18,413 (World Bank, 2023). This more than threefold difference 
in countries’ economic output translates to different philanthropic contexts (i.e., how philanthropy 
is practiced and therefore tracked can also be different). This layer adds additional methodological 
difficulties.

The post‑socialist tapestry these nations wear resonates with overtones of state dependency 
rooted in the shared communist history. Citizens, influenced by this past, often look toward the 
government as the primary steward of societal welfare (Grødeland, 2006). This outlook on gov‑
ernance, combined with the region’s sporadic political instabilities (EWB, 2023), corruption chal‑
lenges (Transparency International, 2020), and evolving democracies (Freedom House, 2016), 
intricately shapes the philanthropic motivations and actions here. In this region, the concept of 
philanthropy often diverges from traditional forms like fundraising for community development or 
crowdfunding for community projects; such practices are not deeply ingrained. Instead, a signifi‑
cant amount of philanthropy is informal and immeasurable, characterized by people spontaneously 
helping each other in times of need. Civil Society Organizations (CSOs) have become heavily 
reliant on an influx of foreign funding, a trend that began in the 1990s. Recently, a notable shift 
in philanthropic focus has emerged, with crowdfunding campaigns for healthcare, especially for 
sick children, gaining prominence and attracting considerable support over the last decade. The 
ingrained perception of the state as the primary provider of all societal needs, juxtaposed with the 
emergent necessity to crowdfund for the immediate healthcare needs of sick children, underscores 
a significant shift in the region’s philanthropic landscape. This juxtaposition highlights a changing 
dynamic where the public increasingly recognizes the limitations of state support and turns toward 
philanthropy for urgent and critical needs.

The legal environment is a pivotal factor in the philanthropic scenario of the Western Balkans. 
While offering growth avenues for non‑profits, the legislative matrix also interposes specific barri‑
ers that might constrict their impact and reach (USAID, 2023) (e.g., difficulties around regulations 
of volunteer work and lack of legal frameworks that support volunteerism, no tax incentives for 
philanthropy, collecting VAT on food donations, etc.). Additionally, the region’s socio‑economic 
fabric, a product of its transition from socialism to a more economically and politically liberal 
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regime, plays a significant role in how philanthropy evolves and operates. Economic transition 
brought with it new wealth and economic disparities. With no legacy philanthropic organizations, 
a nascent CSO sector, the strong influence of international donors, and clumsy corporate responsi‑
bility adopted from multinational corporations’ headquarters, philanthropy in the Western Balkans 
evolved uniquely in the past three decades.

The difficult economic situation and wars boosted traditional emigration from the region to 
the more prosperous countries. While diaspora communities might be deeply integrated into their 
host countries, spanning generations, they often maintain a pronounced inclination toward phil‑
anthropic efforts directed at their countries of origin (Brinkerhoff, 2014). This highlights the po‑
tential for viewing the diaspora as a local resource for philanthropic endeavors. This is especially 
true in countries like Bosnia and Herzegovina, Albania, and Kosovo, where remittances form a 
significant economic component (Bajra, 2021), and the diaspora’s role becomes central. As the 
Western Balkans grapple with the diminishing influence of foreign donors, cultivating a robust, 
locally sourced philanthropy ecosystem emerges as a crucial fulcrum for both the sustenance of 
non‑profits and the democratic fabric of the region.

The Western Balkans’ philanthropic landscape is shaped by several key factors: diverse linguis‑
tic backgrounds complicating data collection, significant economic disparities impacting philan‑
thropic practices, a post‑socialist legacy influencing public reliance on government for welfare, 
and legal challenges that restrict non‑profit activities. Additionally, the socio‑economic shift from 
socialism and the unique role of the diaspora, especially in countries heavily reliant on remit‑
tances, significantly shape the region’s approach to philanthropy. These elements collectively con‑
tribute to the complexity of philanthropy in the Western Balkans.

1.2 Catalyst Balkans—the organization behind the Giving Balkans

Catalyst is a Serbian‑registered foundation launched in early 2013 to promote the growth and im‑
proved transparency of individual and corporate philanthropic culture in the Western Balkans and 
to further the digital transformation of the non‑profit sector. Based in Belgrade, Serbia, Catalyst 
covers seven countries.1 Catalyst Balkans has built its reputation as a go‑to partner for informa‑
tion, support, or advice on domestic giving by taking a systems‑based approach to broaden and 
deepen the Western Balkans’ philanthropy ecosystem. It is an example of locally led development; 
Catalyst was founded specifically to address gaps in the ecosystem and work in partnership with 
established and emerging stakeholders. Catalyst’s active participation in ecosystem entities in‑
cludes the Serbian Philanthropy Forum, Philanthropy Forum of Bosnia and Herzegovina, Kosovo 
Philanthropy Forum, Southeastern Europe Indigenous Grantmakers Network (SIGN) Network, 
and the European Research Network on Philanthropy (ERNOP).

Catalyst Balkans provides tech and services to the philanthropy and non‑profit ecosystems 
of the Western Balkans. Through Donacije.rs,2 198 non‑profits have raised $1.18 million. Using 
CiviCatalyst.org, a service based on open‑source CRM (Constituent Relationship Management) 
software for non‑profits that Catalyst provides hosting and customization services, 120 non‑prof‑
its manage their data more securely. Three hundred and fifty Serbian non‑profits have claimed 
a transparency badge on Neprofitne.rs. The unique Giving Balkans methodology for collecting 
transaction‑level micro data on domestic philanthropic flows in seven Western Balkans countries 
relies on a combination of press clipping and direct verification of gathered data with recipients 
and donors. Using this data, Catalyst identifies several key trends in philanthropy. Firstly, there 
is an increasing tendency toward mass individual giving, indicating a shift in how individuals 

http://Donacije.rs
http://CiviCatalyst.org
http://Neprofitne.rs
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contribute to charitable causes. Secondly, there is a notable change in how corporate donors op‑
erate. Corporations are becoming more sophisticated in their giving strategies, often channeling 
their donations through non‑profits, even when public institutions are the intended final benefi‑
ciaries. This approach signifies a strategic move toward leveraging the expertise and networks of 
non‑profits for more impactful giving. Lastly, there is a rise in community‑based philanthropy, 
reflecting a growing emphasis on localized, grassroots efforts to address societal needs.

1.3 Giving Balkans database

Giving Balkans gathers data on charitable giving in the Western Balkans region using alternative 
methods, primarily sourcing information from media reports and other readily available resources. 
Official data on philanthropy from key institutions such as the Ministries of Finance and the Tax 
Administration is absent in the region. To bridge this gap, Giving Balkans continuously monitors 
printed, electronic, and online media on local, regional, and national levels within the Western Bal‑
kans for any instances of giving. This data can then be easily accessed by non‑profit organizations, 
corporations, and individuals, providing a better macro understanding of the entire ecosystem and 
concrete philanthropy intelligence.

As of late 2023, the database contains more than 87,000 instances of giving by more than 
13,000 distinct donors to more than 24,000 distinct beneficiaries, amounting to more than 644 mil‑
lion euros (Catalyst Balkans, 2023).

Giving Balkans app is an interactive web application built using the R programming language 
(R Core Team, 2023) and Shiny (Chang et al., 2023) R package, both of which are open‑source 
(see Figure 15.1). The user‑friendly app facilitates data exploration through intuitive filtering 
across all dimensions by clicking on the visualizations. This ease of use empowers those without a 
technical background to delve into what is often called “philanthropy intelligence.” Such insights 
can assist non‑profit organizations in strategizing their fundraising initiatives and, equally, guide 
donors in identifying the non‑profits they wish to collaborate with.

The data from Giving Balkans is rich and relationally structured, paving the way for graph crea‑
tion. A unique feature incorporated into the Giving Balkans app is CiviGraph. This tool empowers 
users to navigate the intricate philanthropy networks built around specific entities in the database 
(Galjak, 2020). For instance, users can investigate which donors contributed to particular organi‑
zations while simultaneously viewing the donors’ immediate philanthropic neighborhood. This 
involves understanding the other organizations a donor has contributed to and identifying other 
donors for these organizations. The ability to access and analyze this data offers significant stra‑
tegic value. Organizations can leverage these insights to identify potential partnerships, optimize 
fundraising strategies, and better understand the dynamics of the philanthropic landscape. Beyond 
its strategic value for organizations seeking partnerships and optimizing fundraising strategies, 
CiviGraph is also a potent tool for investigative journalism tracking donations from politically 
significant entities, like companies with local or foreign government stakes such as Russian or 
Chinese, and mapping their philanthropic impact in the region (see Figure 15.2).

1.4 Why was Giving Balkans created?

The primary motivation behind Giving Balkans was to illuminate the landscape of philanthropy, 
given the absence of other comprehensive data sources. In the Western Balkans, the regulatory 
and tax frameworks do not capture any significant data about charitable giving. The only other 
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Figure 15.1 Giving Balkans interactive data visualization and analysis web application.

Figure 15.2  CiviGraph—a social network analysis tool built into the Giving Balkans app leveraging the 
relational data.
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glimpses into the region’s philanthropic activities came from sporadic ad hoc surveys. There was 
a prevailing sentiment in the region that philanthropy was either minimal or non‑existent and 
could not serve as a funding source for CSOs. These CSOs have depended on foreign funds to 
sustain their operations for years. Thus, Giving Balkans primarily aimed to debunk this notion by 
demonstrating the existence of substantial local resources that CSOs, among other entities, can 
harness. Beyond presenting a macro perspective of the philanthropic ecosystem, Giving Balkans 
is important in providing a micro view, offering detailed data points that can be instrumental in 
optimizing philanthropic giving.

The significance of readily available data became especially evident during the COVID‑19 pan‑
demic. The pandemic notably impacted the Western Balkans region (Marinković & Galjak, 2021). 
Civil society organizations in the region have faced sustainability challenges due to the economic 
and social disruptions caused by the pandemic (Drobarov et al., 2021). Catalyst Balkans (2020) 
sprung into action in response to these challenges, assisting 26 different non‑profits in launching 
fundraising campaigns. Leveraging the Giving Balkans database, they helped these non‑profits 
in crowdfunding efforts and locating corporate donors, ultimately raising over 200,000 euros. 
Throughout the COVID‑19 crisis, Catalyst Balkans diligently monitored philanthropic activities 
in the Western Balkans. Their observations underscored significant contributions, predominantly 
directed toward essential supplies, and also captured the diverse donor dynamics across various 
countries (Catalyst Balkans, 2021). Such invaluable data can be harnessed in future crises to iden‑
tify responsive donors who have previously demonstrated a readiness to contribute promptly.

1.5 Original process of data collection and methodology

Since its inception in 2013, Giving Balkans has primarily sourced its data from various media out‑
lets, including newspapers, internet portals, television, and radio. Fortuitously, a company special‑
izing in keyword press clipping services was available to cater to all seven countries covered by 
Giving Balkans. As illustrated in Figure 15.3, the initial methodology required human intervention. 
Each country’s designated Philanthropy Data Analyst would manually process the press clipping 
data. This press clipping service would consistently forward media records containing predefined 
keywords (or combinations thereof) set by Catalyst Balkans for each language. These records 
would then undergo thorough processing by the Philanthropy Data Analysts (Galjak, 2020).

1.5.1 The problem of actual relevance for Giving Balkans database

The reliance on a keyword‑based approach inevitably led to the inclusion of numerous false posi‑
tives, which were not pertinent to the Giving Balkans database. For instance, news of a US‑based 
celebrity donating to a charity in an African nation might dominate media outlets, ticking all the 
keyword boxes. However, such a story is not relevant to the Giving Balkans records. A more 
specific example of this challenge is the 2022 Russian invasion of Ukraine. The coverage around 
military donations made to Ukraine by various countries triggered the designated keywords, but 
these stories held no relevance to the Giving Balkans database.

When evaluating a news item, the Philanthropy Data Analyst must discern whether the article 
genuinely pertains to the Giving Balkans database. This judgment hinges on the concept of “local 
philanthropy.” The origin of the donor characterizes local philanthropy. Suppose the donor hails 
from a country within the Western Balkans or belongs to the diaspora of one of the Western Bal‑
kans countries, and the donation is intended for a beneficiary in their country of origin. In that case, 
it is classified as local philanthropy.
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1.5.2 The problem of languages

As delineated in the introduction, our staff processes media articles in several distinct languages: 
Serbian, Croatian, Bosnian, and Montenegrin (which are essentially variations of the same lan‑
guage), Albanian, and Macedonian. Consequently, the staff responsible for each country must be 
proficient in one or more of these languages. This is particularly crucial for Macedonia, which 
has a significant Albanian minority. Such linguistic requirements make the recruitment of Philan‑
thropy Data Analysts challenging. The work structure at Catalyst Balkans has consistently been 
organized by language. For instance, an Albanian‑speaking staff member might be responsible for 
covering Albania, Macedonia, or Kosovo.

1.5.3 The problem of categories

When media‑sourced information is deemed pertinent, it is coded into the database by the Philan‑
thropy Data Analysts. This encoding procedure encompasses several stages. Paramount among 
these is the categorization of the involved entities (both donor and beneficiary) and the specific 
instance of the donation. The details about these entities often necessitate additional research, 
as media articles might not furnish comprehensive data. For instance, an article may state that a 
local company donated to a neighborhood charity. In such cases, the analyst must ascertain the 
donor’s type (from 11 possible options), identify their industry (from a list of 157 possibilities), 
and gather relevant contact details, which include address, phone number, email, website, and 
social media accounts. Similarly, for the beneficiary, the analyst is tasked with pinpointing the 
type of beneficiary (choosing from 13 options) and documenting analogous contact particulars 

Figure 15.3 The process of collecting data for Giving Balkans database.
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as those noted for donors. The donation itself can be categorized in multiple ways, including the 
category of the donation instance (with ten choices), the type of donation (six options), the purpose 
of the donation (spanning 26 options), and the category of the end beneficiaries (from 37 available 
choices). Excluding geographical considerations, like selecting the municipality of the donor and 
the beneficiary, results in over a billion potential combinations for each donation record. To ensure 
accuracy and integrity, the Data Quality Manager supervises the whole process, and verifies that 
all information is correctly coded.

1.5.4 The problem of duplicates

True originality in news is uncommon, especially given that when a story breaks in one media 
outlet, it is frequently replicated across many others—a trend particularly evident with online 
media. This replication introduces challenges in volume; articles, though essentially echoing the 
same information, often bear distinct, clickbait‑inspired titles. This means that those responsi‑
ble for processing the data frequently find themselves navigating through numerous articles that, 
content‑wise, are virtually identical.

1.5.5 The problem of truth

Not everything reported in the media is accurate. Hence, verification becomes a pivotal task for 
Philanthropy Data Analysts. Every recorded donation is cross‑checked with at least one of the 
involved parties, be it the donor or the beneficiary. This ensures that the information we have 
sourced from media outlets aligns with the facts. At times, this verification leads to updates in our 
records, be it regarding the donation amount or other details that weren’t initially covered in the 
media reports. Approximately two‑thirds of the donations are validated through this verification 
process, leaving a third unverified.

1.5.6 Data harvesting

Besides the routine press clipping for data collection, Catalyst Balkans also directly harvests data 
from available sources. This includes data from Donacije.rs, which, while managed by Catalyst Bal‑
kans, only represents a minor portion of the overall charitable giving in Serbia. On the other end 
of the spectrum, we have direct API access to data from Budi Human (Serbian for be humane), an 
organization dedicated to fundraising for individuals with health challenges, accounting for a signifi‑
cant portion of total donations in Serbia. Additionally, certain companies opt to provide their donation 
data directly to Catalyst Balkans via email or web forms integrated into the Giving Balkans website.

1.6 Limitations of the methodology

Given the lack of consistent sources for assessing charitable donations in the Western Balkans, 
Catalyst Balkans has adopted innovative data collection methods. These are primarily based on 
print, online, and electronic media and are supplemented by other available data platforms. How‑
ever, this approach has limitations: not all philanthropic actions are highlighted in the media, 
and the published reports often lack the necessary details to understand philanthropy trends fully. 
Beyond these media‑centric strategies, the Giving Balkans database uses direct data channels. 
Some organizations, for instance, provide firsthand access to their donation data via Application 

http://Donacije.rs
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Programming Interfaces (APIs) or by regularly sharing spreadsheet files. While this direct method 
simplifies data integration and bolsters accuracy, it comes with challenges, like reliance on third 
parties and potential inconsistencies in data. While our data might not capture the entire landscape, 
it does establish baseline figures, indicating the minimum number of events, financial contribu‑
tions, and participants recorded annually. These figures offer a foundational perspective on the ba‑
sic level of philanthropic activities in a country. One of the main challenges is tracking the growth 
of philanthropy in an environment with sporadic data collection and inconsistent examination. To 
tackle this, Catalyst Balkans has developed a set of preliminary criteria to shed light on the vari‑
ous aspects of charitable donations. These cover charitable events or drives, financial collection 
methods, guiding donation principles, recipients and beneficiaries of donations, the donors, stake‑
holders, and the extent of media coverage. Currently, quantitative and qualitative metrics linked 
to each criterion offer a solid framework for assessing the philanthropic terrain of a nation over 
several years. Regarding data reliability, the Giving Balkans database is updated daily, reflecting a 
consistent commitment to accuracy and timeliness.

2 AI‑assisted process of data collection

Ever since 2017, Catalyst Balkans has looked for ways to automate some of its processes around 
collecting and processing philanthropy data. Replacing Philanthropy Data Analysts seemed like an 
impossible task. Increasing analysis processing costs and the volume of press clipping data finally 
pushed us to develop the AI‑assisted data collection and analysis process. The idea is to maximize 
Philanthropy Data Analysts’ productivity instead of creating fully autonomous agents that would 
replace them. The question was how to achieve this: by addressing the two major problems—false 
positives and duplicate articles (see details in the Resulting Solution section).

To this end, we have created a system for preprocessing articles that solves these problems and 
significantly increases Philanthropy Data Analysts’ productivity (Figure 15.4). Our system utilizes 
custom, language‑specific models instead of relying on pre‑trained multilingual models (such as 
RoBERTa). We initially opted for xlm‑roberta‑base, a general model that needed to be fine‑tuned 
for the downstream task of text classification. It seemed perfect as it covered all the languages 
of the Western Balkans. However, we have failed to make it work for this task using our train 
and test datasets in Serbian language only. An additional obstacle was that we needed to handle 
this fine‑tuning on the Azure cloud platform, which presented additional costs. We opted for cus‑
tom‑trained language‑specific models after initial testing showed very promising results. However, 
we acknowledge the potential long‑term benefits of fine‑tuning multilingual pre‑trained models. 
Investing more resources into this approach in the future could yield a more robust and scalable 
solution suitable for a broader range of languages and tasks. Therefore, revisiting and refining the 
strategy of utilizing multilingual pre‑trained models remains a consideration for our future work.

2.1 Text processing

In our data collection and analysis process, we initially extracted data in batches of a thousand ar‑
ticles. For precision, every article undergoes an exhaustive, fully autonomous cleaning procedure 
consisting of two steps.

In the first step, poorly OCR‑ed (optical character recognition) articles from print media are 
detected and flagged as such using PCA‑based outlier detection on character‑level n‑gram (n = 
1,2,3) based on Term Frequency–Inverse Document Frequency algorithm. This was necessary as 
some articles, particularly those digitized from print sources, might contain errors from imperfect 
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scanning techniques. Identifying and flagging such articles was required to ensure their errors did 
not skew our analysis.

In the second step, the text is normalized. First by Unicode Normalization Form: Compatibility 
(K) Composition, then articles in Serbian Cyrillic are transliterated into Latin, repeated horizontal 
whitespaces are eliminated, and line endings are normalized (“\r\n,” “\n\r,” “\r” to “\n,” etc.).

Once these adjustments are made, we structure each article into distinct paragraphs and sentences, 
facilitating smoother processing and analysis. We discovered that depending solely on the language 

Figure 15.4 The AI‑assisted process of collecting data for Giving Balkans database.
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information from the source could be misleading. Hence, we employ a specialized model known as 
fastText (Joulin, Grave, Bojanowski, Douze, et al., 2016; Joulin, Grave, Bojanowski, & Mikolov, 
2016) to accurately determine the article’s language. Subsequently, we standardize each article’s text.

2.2 Embeddings

In the expansive realm of AI‑powered textual analysis, embeddings stand out as a refined tool for 
distilling the core meaning of documents and words by converting them into numerical vectors. 
This mathematical portrayal enables computers to identify patterns, themes, and resemblances 
across extensive datasets.

2.2.1 Adopting Doc2vec and Word2vec

To process the vast array of articles from the Western Balkans, we utilized the Doc2vec (Le & 
Mikolov, 2014) and Word2vec (Mikolov et al., 2013) models from the Gensim library (Rehurek &  
Sojka, 2011). These models are acclaimed for their effectiveness, even with limited hardware 
resources. Our goal was to represent each news article as a vector—a feature of Doc2vec. How‑
ever, we needed to train Word2vec models for each respective language to establish the multidi‑
mensional vector space for these representations. We began by training our Word2vec models on 
comprehensive Wikipedia corpora for Serbian/Bosnian/Croatian/Montenegrin, Macedonian, and 
Albanian languages. With these broad‑scope embeddings in hand, we then tailored our system 
using our specific collection of news articles from 2015 to 2021. This allowed us to train our 
Doc2vec models, making them particularly attuned to the context of philanthropy, as highlighted 
by Lau and Baldwin (2016).

2.2.2 Article processing and model parameters

Before training, articles were processed and standardized: they were separated by language, dedu‑
plicated, broken down into paragraphs, and cleansed of punctuation and numerals. Notably, stem‑
ming and lemmatization were not employed due to their negligible impact on our pilot evaluations. 
For the technically inclined, our Doc2vec training used the PV‑DBOW model variant alongside 
simultaneous skip‑gram Word2vec training, with a 15‑word context window and a 300‑dimension 
vector embedding. We cycled through this training for a comprehensive 100 epochs.

2.2.3 Topic‑based clustering and modeling

Beyond basic embeddings, we integrated Top2vec (Angelov, 2020), a cutting‑edge tool for topic 
modeling. By default, Top2vec offers robust results through an intuitive API, autonomously 
handling hyperparameters and determining distinct topic counts. With just a few lines of code, 
Top2vec can train document and word embeddings, reduce dimensionality using uniform mani‑
fold approximation and projection—UMAP (McInnes et al., 2018), cluster these reduced vectors, 
and determine topic vectors. This was invaluable for static collections. However, our continuous 
inflow of articles presented challenges. Our solution was to bypass Top2vec’s default training 
and instead employ our pre‑trained Doc2vec embeddings. This adaptation permitted us to cluster 
articles in digestible batches daily, maintaining a consistent semantic vector space. As we forge 
ahead, we aim to develop a mechanism that seamlessly interlinks these daily clusters, tracing the 
narrative arc of news topics over time.
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2.2.4 Relevance classifier

To effectively process the vast influx of news articles, we needed an automated system to quickly 
identify which articles were related to philanthropy and which were not. This was paramount, as 
an overwhelming majority—almost two‑thirds—of the articles we received had no direct connec‑
tion to our area of interest.

To achieve this, we embarked on a meticulous two‑month project. We collected a large number 
of articles in the Serbian/Bosnian/Croatian and Albanian languages. Each article was carefully la‑
beled as either relevant to philanthropy or irrelevant. For instance, in the Serbian/Bosnian/Croatian 
dataset, out of 26,045 articles, 13,425 were deemed relevant, while 12,620 were deemed unrelated 
to our focus.

While the irrelevant articles were primarily identified and labeled manually, the relevant arti‑
cles were more straightforward to gather. We did this by cross‑referencing with our pre‑existing 
database of donations.

To translate this labeling effort into an actionable system, we utilized specialized mathematical 
models—vector embeddings—from our Doc2vec models. Combined with our labeled articles, 
these embeddings allowed us to train and evaluate several methods to automatically classify incom‑
ing articles from the scikit‑learn library (Pedregosa et al., 2011). After testing various methods, we 
found the most success with an algorithm known as the support vector machine classifier (Chang &  
Lin, 2011; Platt, 1999) with a polynomial kernel of degree 3. In evaluating the algorithm’s perfor‑
mance in classifying relevant articles, it showed remarkable efficiency in various languages. For 
the Serbian/Bosnian/Croatian language, the classifier exhibited a precision of 96.0%, a recall of 
95.4%, and an overall accuracy rate of 95.6%. Similarly, when applied to Albanian articles, the 
classifier achieved a precision of 99.0%, a recall rate of 91.4%, and an accuracy of 95.63%.

In simpler terms, our system became exceptionally adept at sorting through heaps of news 
articles and pinpointing those relevant to philanthropy, all while requiring minimal human 
intervention.

2.3 Resulting solution

The resultant solution was coupled with a tailored user interface designed specifically for these 
new AI‑assisted functionalities. Collectively, these modifications spurred significant productiv‑
ity enhancements. The issue of false positives, where Philanthropy Data Analysts were inun‑
dated with media articles unrelated to philanthropy, can now be promptly identified and labeled 
as irrelevant. This is especially beneficial since this data informs subsequent training phases. 
The essence of semantic clustering allows for bulk categorization of articles about the same 
topic, whether pertinent or not. In the past, such articles had to be addressed individually. Now, 
a  Philanthropy Data Analyst is presented with these clusters, accompanied by a probability score 
indicating the relevance of a given group. This ensures that the most pertinent clusters are prior‑
itized and tackled first.

3 Future AI integration

With a notably enhanced workflow and heightened productivity, the logical progression is to ask 
whether the role of Philanthropy Data Analysts could be eliminated. While complete substitu‑
tion using the current methodology is impossible, revising the methodology to fit the capabili‑
ties of the available AI technologies is worthwhile considering. Given the substantial expenses 
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associated with human labor, even in the Western Balkans’ middle‑income nations, relying solely 
on an AI‑assisted approach may not be a viable long‑term strategy. Two primary avenues exist for 
achieving full autonomy.

The first method entails a profound transformation of our current methodology to better align 
with the AI‑driven capabilities at our disposal. This could involve various modifications, ranging 
from simplifying specific classifications to reconfiguring how we calculate the aggregate dona‑
tion sum for a nation. For the elimination of the role of Philanthropy Data Analyst, the changes in 
methodology would need to be radical. Rethinking this role would probably be more realistic as no 
matter how the methodology changes, a human will always have to be in the loop.

The second strategy suggests supplanting Philanthropy Data Analysts with AI agents under‑
pinned by services offering API access to generative large language models (LLMs) like ChatGPT. 
Fundamentally, some tasks within a Philanthropy Data Analyst’s purview could be deconstructed 
into discrete operations that a powerful model like ChatGPT‑4 could effectively manage. Our 
preliminary experiments with ChatGPT‑3.5 turbo—a cost‑effective choice provided by OpenAI 
via its API—indicate its robust capacity. When provided with appropriate prompts, it can adeptly 
categorize donation instances. The rapid progress of these models, translating to cheaper and ev‑
ermore capable agents, makes this a promising avenue for future implementation. However, al‑
though the AI agents could be performant and effective, the solution is far from substituting the 
tasks and domain expertise of Philanthropy Data Analysts.

In a practical scenario, achieving further automation would likely necessitate a hybrid of both 
approaches. This means radical methodology changes with human (domain expert) oversight.

4 Problems with AI

4.1 Cost of AI

The primary benefit is the potential reduction in costs. ChatGPT costs depend on the specific model 
used (whether ChatGPT‑3.5 turbo or ChatGPT‑4) and the context window, ranging from 4,000 to 
128,000 tokens. The price fluctuates between $0.002 and $0.03 per 1,000 tokens. Thus, classifying 
donation instances using OpenAI’s API could cost anywhere from a few cents to $3.84 for each dona‑
tion instance. This calculation assumes that media articles related to a particular donation have been 
collated and deduplicated before classification. To illustrate, Serbia had 4,557 recorded donation 
instances. If all these were processed using the most advanced OpenAI model with the largest context 
window, the cost for just this one country would be approximately $17,498.88 annually. Compared 
with the average gross salary in Serbia, which stands at $12,873.72—with a considerably lower 
median figure (Statistical Office of the Republic of Serbia, 2023)—this method appears less cost‑ef‑
fective. However, opting for the less advanced OpenAI GPT‑3.5 Turbo model with a 16,000‑token 
context window would incur a cost of only $218.7, presenting a far more economical alternative.

Utilizing a standalone service from one of the open‑source LLMs based on Llama 2 (an open 
model released by Meta) or its derivatives could be considerably costly, especially considering 
the cloud resources required by its 70‑billion‑parameter version or even more cost‑effective op‑
tions (such as quantized variant such as Vicuna with 13 billion parameters). This does not even 
account for the costs of building, maintaining, and upgrading the system. While there are hosted 
services that offer API access, their charges are often on par with, if not exceeding, those of Ope‑
nAI’s GPT‑3.5 Turbo. OpenAI has recently released GPT‑4 Turbo, which has a larger context size 
and, more importantly, is cheaper than GPT‑4. The question of cost and whether API access to 
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proprietary or self‑hosted open‑source models is more affordable depends on each option’s capa‑
bilities. The open‑source alternative could be cheaper if smaller models show a similar level of 
capability as the proprietary models. For the time being we have not tested any of the open‑source 
models, but benchmarking several different models for our use case against ChatGPT would be 
straightforward. Given the rapid advancement and the size of the community gathered around 
these open‑source models, it will likely be a cost‑effective and performant option in the future if 
it is not already.

Equally significant are the human resources expenses tied to the development of these infra‑
structures. While Catalyst Balkans crafted its system in‑house, this endeavor redirected resources 
from other essential programs and services. Most non‑profits typically lack the in‑house capabili‑
ties even to construct their websites, much less having data scientists and engineers readily avail‑
able. Assembling a team to create—and continuously develop and maintain—such a system could 
entail hefty expenditures.

4.2 Rapid innovation and changes to LLMs

Pipelines are susceptible to disruptions when models change. Even if these modifications gener‑
ally enhance the models, each update necessitates a reassessment of the AI pipeline in place, which 
might need adjustments to align with the revised model. OpenAI has rolled out “frozen” models, 
which are updated less frequently compared to their regular counterparts. Nevertheless, even these 
are not guaranteed to have indefinite availability.

4.3 Integration of the knowledge

The role of Philanthropy Data Analysts at Catalyst Balkans extends beyond merely processing me‑
dia articles, coding donation instances, and verifying them. Over time, these analysts have evolved 
into experts on charitable giving within their respective countries. While we provide data access as 
a service to our ecosystem, we frequently encounter inquiries that only someone deeply versed in 
the nuances of giving within a specific country can address.

Furthermore, these analysts have cultivated an in‑depth understanding of entities in their des‑
ignated countries. Their knowledge transcends mere reportage, equipping them to piece together 
narratives and make informed decisions based on often scant media information. This depth of 
understanding is further enriched by their connections within these countries, particularly their 
communication with individuals affiliated with donor and beneficiary institutions.

5 Insights and implications

The shift from the original data collection process to an AI‑assisted approach at Catalyst Balkans 
marks a significant evolution in our handling of philanthropic data. This transformation exempli‑
fies the transition from traditional methods to technologically advanced techniques, highlighting 
the efficiencies and effectiveness of AI integration. In comparison, our new process helped us 
manage the problem of false positives. AI’s precision in filtering irrelevant data drastically reduced 
the burden of sifting through irrelevant content, a significant challenge in the original method. 
Additionally, our implementation for each language enabled streamlining the data collection pro‑
cess across different linguistic contexts, overcoming a major hurdle of the traditional approach. 
Most notably, the AI‑assisted method markedly improved time efficiency and resource utilization, 
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addressing the labor‑intensive nature of manual data processing. Beyond operational efficiency, 
AI integration has led to the discovery of new insights and strategic possibilities in philanthropic 
data collection.

Moreover, the efficiency gained using the AI‑assisted approach that we have developed allows 
for handling the increasing data volumes without a corresponding increase in resources. This case 
study serves as a guide for other non‑profits contemplating AI integration. Embracing AI can 
effectively address longstanding challenges in data management and processing. While initially 
resource‑intensive, custom AI solutions can offer substantial long‑term benefits in terms of effi‑
ciency. Maximizing AI benefits involves using it as an enhancement to, rather than a replacement 
for, human expertise, at least at this moment, which might not hold if AI continues to progress at 
an ever‑increasing pace. Catalyst Balkans’ experience in integrating AI can offer some insights 
into the digital transformation of the philanthropic sector globally, encouraging a shift toward 
more data‑informed strategies in philanthropy and demonstrating how digitalization, through AI, 
can optimize operations, reduce costs, and amplify impact in the philanthropic sector worldwide. 
This global perspective underscores the potential of AI not just in the Western Balkans but in the 
broader philanthropic landscape.

6 Conclusion

The pursuit of leveraging AI to assist in the philanthropy data collection process at Catalyst Bal‑
kans showcases the synergistic potential between cutting‑edge technology and traditional data 
management practices. The Giving Balkans database embodies the synthesis of manual efforts 
with technological solutions. This integration not only streamlines the data collection process but 
also enhances the quality and comprehensiveness of the data, revealing a broader and more nu‑
anced perspective of the philanthropic landscape in the Western Balkans. Our piecemeal strategy 
of incorporating AI components allowed us to retain human oversight while still benefiting from 
automation. This hybrid model provided a balanced solution that addressed resource constraints, 
ensured data accuracy, and facilitated scalability. Even as we have made significant strides in 
optimizing the data collection process, the landscape of AI remains dynamic. The ever‑evolving 
capabilities of large language models and declining costs present exciting prospects for future 
iterations of the Giving Balkans data collection process. The journey was not devoid of hurdles. 
From managing false positives to handling data veracity, the imperfections of AI compelled 
us to refine our methodologies constantly. Moreover, the financial implications and rapid tech‑
nological changes associated with AI underline the need for organizations to remain agile and 
forward‑thinking. As we move closer to achieving a completely autonomous process, the ethi‑
cal implications of such a system cannot be understated. The balance between automation and 
human judgment will ensure that the Giving Balkans database remains a reliable and unbiased 
resource. The successes and challenges encountered in this case study hold broader implications 
for the global intersection of AI and philanthropy. As technologies become more accessible, 
there is an opportunity for organizations worldwide to harness them to capture philanthropic 
trends, understand donor behaviors, and ultimately foster a culture of giving. In conclusion, the 
journey of integrating AI into the data collection processes at Catalyst Balkans is emblematic of 
the broader narrative of technological transformation in the non‑profit sector. As we navigate the 
complexities and promises of AI, it becomes evident that the convergence of human expertise 
and machine intelligence can pave the way for a more informed, efficient, and impactful future 
in philanthropy.
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Notes
 1 Serbia, Croatia, Bosnia and Herzegovina, Albania, Macedonia, Kosovo, and Montenegro.
 2 https://donacije.rs is a crowdfunding website run by Catalyst Balkans, where non‑profits can put up their cam‑

paigns and crowdfund for specific projects. Catalyst Balkans guides non‑profit campaign owners throughout 
the process—helping them formulate the campaign, create content, and teach them how to fundraise.
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16
OPTIMIZING PHILANTHROPIC 

INVESTMENT WITH AI
A case study of the Altruist League

Milos Maricic

1 Systemic change and its challenges

1.1 The field of philanthropy has undergone two major  
transformations in the 21st century

The first one was made possible by technology. Emerging technologies opened new data collection 
and analysis avenues, radically altering how charitable organizations and philanthropists made 
investment decisions (Vallely, 2020). We can now closely follow grantees’ performance along an 
array of KPIs. We can track donor portfolios in real time. Many organizations adopting this quan‑
titative, KPI‑driven approach have had sustained success (Glassman, 2016). The second transfor‑
mation has been more recent and is still ongoing. It has been the reaction to a growing belief that 
philanthropy and humanitarian action, more broadly, are not performing as well as they could be 
(Polman, 2010). There have been two roots of this criticism:

1 In some cases, foundations and humanitarian organizations have been working in the same 
subject area for decades, supporting the same organizations in the same country with the same 
strategies, without a material improvement in the state of affairs (Moyo, 2010; Banerjee & 
Duflo, 2011).

2 Some authors have drawn attention to perceived hypocrisy in modern philanthropy. Accord‑
ing to them, many among the wealthy do philanthropy for public recognition and tax advan‑
tages (Giridharadas, 2019). Their giving is a marketing exercise to keep public anger at bay; 
other parts of their portfolios might be creating tremendous damage in the world, for example, 
through fossil fuel investments (Edwards, 2010).

The relevance of this criticism for individual foundations and donors varies greatly. But a reaction 
among at least a portion of them has been to adopt a broader, systemic approach to giving based 
on trust between them and the partners they support, involving a more equitable sharing of power 
(Reich, 2018; Villanueva, 2018).

The principles of this emerging discipline of systemic change are best depicted when contrasted 
with the traditional approach to philanthropy. They are summarized in Table 16.1.

https://doi.org/10.4324/9781003468615‑19


Milos Maricic

258

Table 16.1 The principles of systemic philanthropy (adapted from Fernandez et al., 2020)

Principle Traditional philanthropy Systemic philanthropy

Active sourcing Grantees draft grant 
applications. Donors then 
pick and choose.

Donors scan the environment actively for 
investment opportunities. This lets partners 
focus on their mission instead of spending 
resources on fundraising.

Diversification Investment is made into isolated 
projects and narrow groups of 
grantees to reduce complexity 
and risk.

Diversified investment into a broad range of 
organizations working on an issue, often 
without specific projects in mind.

Commitment Grantees face constant KPI 
pressure to keep performing; 
investments are short term to 
maintain focus. The accent is 
on the procedure.

Investments are multi‑year. Partners are trusted 
to use funds in the best way. The focus is on 
the relationship.

Active tracking Grantees create reports that 
talk about metrics such as 
meetings and workshops held 
or awareness raised.

Donors themselves do the tracking and focus on 
tangible improvements: membership growth, 
people served, citations in Tier 1 media, legal 
cases and pieces of policy influenced, and 
sentiment changed (as measured by surveys).

Alliance‑building Focus on own mission 
and priorities to reduce 
complexity.

Understanding that the most difficult problems 
require diverse groups to be part of the 
solution, from the government to the civil 
sector to other foundations. Accent on 
collaboration and consensus‑building.

Ongoing funding 
decisions

Investment committees make 
grant decisions a few times 
per year.

Funding is disbursed constantly; the decisions 
are kept at the analyst level, often with no 
management input.

Embracing 
grassroots 
action

Staying away from social 
movements because they 
can be fleeting, political, or 
unable to follow reporting 
requirements.

Seeing nonviolent activist grassroots 
movements as the engine of social change, 
investing in them liberally, and trusting them 
to do their work.

Embracing 
uncertainty

Seeking to minimize risk. Seeking to maximize impact, seeing risk as 
unavoidable. Understanding that some 
investments will not perform. A “venture 
capital” mentality.

Root problem 
focus

Tendency to invest in 
uncontroversial, easily 
definable areas such as 
poverty, hunger, and 
children’s rights.

Believing that the root problems of societies 
tend to be political: poor governance, 
inappropriate climate policy, systemic 
inequality (opportunity, gender, racial), and 
threats to democracy. Invest accordingly.

1.2 About the Altruist League

The Altruist League was founded in 2015 with the specific goal of helping donors put in place sys‑
temic change strategies using cutting‑edge technology. Two beliefs were central to the League’s 
four founding partners.
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One of the beliefs was that true change in fields such as climate action, human rights, and food 
security was a complex undertaking that required a coalition of citizens, policymakers, funders, 
the media, think tanks, academic institutions, the government, and other organizations. The other 
was that a small group of foundations, high‑net‑worth individuals (HNWIs), and other organiza‑
tions, frustrated by the status quo in philanthropy, were willing to pay a premium for advice on a 
new generation of investment strategies that actually moved the needle on the world’s most press‑
ing problems.

1.3 Grassroots movements

The key component of the League’s approach was grassroots movements, loosely defined as more 
or less formal groups of citizens with a lived experience of a problem actively working to solve it. 
The range of such organizations worldwide is breathtaking. They provide safe houses for women 
in Juarez,1 fight for paternity leave in Switzerland,2 face down the fossil fuel lobby in Washington, 
DC,3 and risk their lives for democracy in Eastern DRC.4

Despite their ubiquitousness and often striking effectiveness, citizen movements are avoided by 
the average philanthropic foundation for understandable reasons: they can have informal hierar‑
chies, change focus often, and might disappear overnight. This makes them risky (Almeida, 2019).

However, what they may lack in formality, citizen movements often offer in terms of authentic‑
ity and the ability to grow and impact the world. Philanthropy also has a long tradition of work‑
ing with them. One need only recall that, in the 1950s and beyond, the Ford Foundation actively 
funded the civil rights movement, the quintessential grassroots organization, with tremendously 
positive effects on American society (O’Connor, 1999).

The League was determined to invest in grassroots organizations that were available, easy for 
donors, and beneficial to the organizations involved. Moreover, it aimed to facilitate advanced 
donor‑partner matching and dynamic portfolio calibration based on new data, emerging global 
events, or changing preferences. This was a very ambitious proposition. Step one was to build a 
dataset.

2 Constructing a robust dataset

The League began by hiring a team of Geneva‑based analysts. They investigated available 
open‑source datasets for suitable organizations and verified the data. Such databases were often 
entirely outdated and served, at best, as pointers for further exploration. In their work, analysts 
liaised with organizations over the Internet and by telephone in order to confirm information and 
improve the dataset. Progress was very slow at first.

The analyst team expanded quickly and to many countries. This provided several benefits. First, 
locally embedded analysts could spend time face‑to‑face with organizations in the dataset, grasp‑
ing their mission and objectives more clearly. They spoke the local language and understood the 
local culture. Second, hiring local analysts supported the local economy while reducing overall 
costs for the League.

In the first few months, the League hired staff in more than 30 countries, including in regional 
offices in Hong Kong, San Francisco, London, and Nairobi.

Over time, the team developed a working definition of which types of organizations had 
a place in the dataset and which did not. These ended up being the criteria for inclusion (see 
Table 16.2).

The parameters the analysts tracked for each organization are listed in Table 16.3.
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Table 16.2 The criteria for inclusion of an organization in the Altruist League’s dataset

Criterion Rationale

Nonviolence This was a non‑negotiable criterion. Moral reasons aside, it has been well 
documented that nonviolent activism statistically achieves better results 
in the long run than the violent kind (Chenoweth & Stephan, 2013).

Focused on primary problems 
(climate, corruption and 
democracy, equality of 
economic opportunity, 
empowerment of women, 
racial justice)

The League believed that problems like hunger, education, health, and 
poverty, while critical, were: (1) in the long run caused by underlying 
problems of a given society, namely corruption, lack of democracy, 
inequality, and/or climate change. (2) already extensively supported 
by conventional philanthropy, CSR initiatives, and efforts of major 
international organizations.

Ground‑led Analysts typically excluded organizations whose leadership and board 
were exclusively Western, removed from the operational context, and 
without representation of targeted groups.

Democratic and with 
meaningful participation of 
women (or women‑led)

It was very rare for the League to include, even in its broader dataset, 
autocratically led, male‑only organizations unless this was, for some 
reason, their point (e.g., men’s organizations offering peer counseling in 
the context of reducing violence against women).

Political and progressive Systemic problems require political positions, at least implied ones. The 
League excluded organizations advocating, for example, more fossil 
fuel use or fewer rights for LGBT people.

Across the value chain While the dataset primarily included activist movements (95%+), it 
also cataloged independent media organizations and lobbying groups 
contributing to the aforementioned systemic change value chain. It also 
included training organizations and incubators that teach activists how 
to operate and be impactful.

With a recent track record 
of success, irrespective of 
historical performance

Many social movements bureaucratize and become less effective over 
time. The team avoided old organizations without a recent track record 
of impact.

Some of the data points were simple to capture and unchanging. Others left a lot to the analyst’s 
interpretation and needed constant updating. As a consequence, scaling became a problem rapidly. 
On average, one analyst could manage and update records of about 50–100 organizations. When 
the number of organizations in the dataset exceeded several thousand, the League needed to im‑
prove analyst productivity by an order of magnitude.

As discussed throughout this chapter, technology was the primary solution to this challenge. 
Nevertheless, a smart division of the analyst’s time also helped. It quickly became apparent that 
some movements were inherently more attractive to donors than others because of unique charac‑
teristics and/or achievements. Analysts then focused their attention on those, reducing the attention 
given to the tail end of the dataset. This focus could, of course, shift in case events or donor interest 
dictated it.

Soon, the League found it worthwhile to preselect the “best” organizations in the dataset and 
combine them into the “Altruist Index™,” echoing for‑profit index funds aimed at passive retail 
investors. Philanthropists who did not have a particular preference for donations or geographi‑
cal areas could invest in the Altruist Index and be confident that they were maximizing the im‑
pact of their money. The Index was a constantly changing collection of the highest‑performing 
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organizations in the League’s dataset, usually about 150. They usually had one or more of the 
following characteristics to differentiate them:

• Impressive track record of influencing policy;
• Strong membership growth;
• Exceptional member engagement;
• Repeated citations in Tier 1 media;
• Legal cases influenced or won;
• Track record of changing population sentiment within the area of operation;
• Replicability of model (strategy, tactics);
• Positive message and ability to build alliances in broad social groups rather than antagonize.

While the feedback from the early clients was enthusiastic, the League was far from being a suc‑
cessful business at this point. The cost of maintaining the dataset was enormous compared to 
the relatively modest income from being effectively just another philanthropy consultancy in a 
crowded market. The leadership embarked on a critical strategic decision: to deploy artificial intel‑
ligence to improve the dataset.

At the time, this gamble was counterintuitive in many ways. It was going to increase the cost of 
operations even further. It would oblige the League to propose price points an order of magnitude 
above its competitors. The gains from technology were far from certain. However, that was the 
decision that changed everything.

3 The AI model for donor‑partner matching

The League’s vision was to have a system that nearly autonomously kept track of hundreds of 
thousands of organizations, their impact on the world, and their potential in real time.

Table 16.3 Parameters tracked in the Altruist League’s dataset

Name
Founding year
Region
Topic 
Leadership structure (in particular, the percentage and profile of women)
Number of members and growth metrics
Strategy and tactics
Measurable goals
Track record of success in influencing policy
Alliances
Membership composition (age, sex, geographic distribution)
Minority representation
Website and social media account metrics and growth
Structure
Any media partnerships
Existing funders profile
Amounts of funding received and dates
The amount of funding the organization can successfully absorb
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In the early days, this was firmly out of the domain of the possible. It was difficult enough to 
form a machine learning (ML) team.

The initial strategy was to hire people with ML PhDs and trust them to build the model and set 
up the related processes. This did not work for several reasons:

• The PhDs typically understood little about philanthropy or citizen action;
• The strategies their models suggested tended to be the obvious ones because of a tendency to 

be risk‑averse and overfit;
• The power imbalance between the tech team and everyone else was substantial, and commu‑

nication was poor.

In hindsight, none of this should have come as a surprise, and these issues are well documented in 
financial machine learning literature (López de Prado, 2018).

After a few false starts, a better strategy for AI team formation emerged. Its tenets were:

• Understanding the business and its dynamics became essential for any hire;
• The objective was no longer to find one “optimal” model or investment strategy but instead 

to find a process with which such strategies could reliably be churned out and quickly 
tested;

• Rather than looking to hire ML “gurus,” the League took fairly technical people and helped 
them become experts in one aspect of the process—data sourcing, data cleaning, hypothesis 
generation, model training, testing, validation, and so on.

Soon after beginning to work earnestly, the team realized that the initial lofty expectations needed 
to be revised. As a first step, they settled on a more modest, relatively static task: improving 
donor‑grantee matching. The specific KPIs for this were:

• Reduce time spent identifying potential partner pairs by at least 80%, effectively automating 
the process;

• Achieve over 80% funding rates for the matches delivered;
• Maintain donor and nonprofit satisfaction at over 95%;
• Reach 90%+ accuracy in predicting successful matches, as evaluated by donors and grantee 

organizations.

Accuracy and satisfaction metrics were expected to gradually improve over time as more data 
became available.

3.1 Data collection and cleaning

While the dataset of potential grantees was available and growing, the donor‑side data needed to be 
compiled and cleaned up as well. This predominately involved historical funding data (amounts, 
dates, targets) and information about the donor’s mission and project areas. Raw data was messy 
and required substantial preprocessing before model training, including:

• Reformatting;
• Removing duplicate entries;
• Normalizing monetary values into a standard currency (USD);
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• Parsing non‑standard date formats into a standard YYYY‑MM‑DD format;
• Consolidating similar names/titles through fuzzy matching algorithms like Levenshtein 

distance;
• Anonymizing any sensitive donor information.

The tech team wrote custom ETL scripts for each donor dataset to transform it into a consistent 
schema. For large donors, this could take up to a week of initial data cleaning effort.

3.2 Feature engineering

Next, the team extracted key features from the clean data that could help predict relevant matches 
between donors and nonprofits:

• Causes, focus areas, and relevant Sustainable Development Goals;
• Mission statements, about/history text, and other unstructured data;
• Geographic locations, regions, and countries served;
• Budget size, past donation amounts;
• Length of operation, founding year.

The team typically utilized techniques like TF‑IDF and Word2Vec to vectorize text features into 
numerical representations. This converted unstructured data like mission statements into formats 
usable by machine learning models.

3.3 Exploratory data analysis

Before training models, the League performed extensive EDA to uncover insights, including:

• Which donors contribute the most funding, and to what causes?
• How do geographic patterns of giving differ between donors?
• How long do donors typically stay engaged with an organization?
• Which nonprofits receive the most small vs. large donations?

These insights guided feature engineering and model development. For example, the team weighted 
donor loyalty highly based on the long average engagement patterns uncovered.

3.4 Model development and training

The League evaluated a wide range of machine learning algorithms to predict match scores be‑
tween donors and nonprofits:

• Linear regression;
• Logistic regression;
• Random forest;
• Gradient‑boosted decision trees;
• Support vector machines;
• Multilayer perceptrons;
• Convolutional and recurrent neural networks.
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Hyperparameters like the number of trees, layers, and regularization were tuned via randomized 
search. A long short‑term memory (LSTM) network performed best with 98% accuracy on the 
validation set.

The model was trained on 70% of data, validated on 15%, and tested on the remaining 15% of 
unseen examples. Its outputs matched scores from 0 to 1 for each potential donor‑nonprofit pair.

3.5 Model interpretation and analysis

To interpret what the model learned, the team primarily used techniques like LIME and SHAP 
values:

• Mission statement similarity was the most heavily weighted feature;
• Causes and locations served were the next most important;
• Budget size and past donation history also had a high influence.

By analyzing model performance on subsets of data, it emerged, unsurprisingly, that the model 
struggled more on smaller nonprofits with less available data.

3.6 Deployment and monitoring

The engineers built a responsive web application for internal users to query the model for 
matches. For each search, it returned the top ten recommended matches ranked by probability 
score. Very early on, the decision was made not to make the platform external‑facing but instead 
to use it to empower analysts to make decisions and give advice. There were two primary rea‑
sons for this.

1 The management correctly anticipated that the AI model would not be a panacea, magically 
churning out ideal investment candidates. Analyst judgment would still be crucial in filtering 
out the model’s proposals and assessing them in the broad systemic context.

2 More pragmatically, the team anticipated that the price points the League would be able to 
charge clients for a not‑yet‑fully‑sophisticated recommendation system would be significantly 
lower—as would the clients’ satisfaction be—compared to holistic, strategic, AI‑driven invest‑
ment advice.

The model was retrained monthly as new data arrived to keep it accurate. Engineers tracked key 
metrics like match quality ratings from users to monitor real‑world performance.

3.7 First results

In the first six months, the matching system enabled over 450 organizations to connect with 
high‑potential donors, with 78% successfully receiving funding (slightly under the stated tar‑
get of 80%). Donor and nonprofit satisfaction ratings exceeded 95%. Match accuracy reached 
93% after continuous retraining, in line with expectations. Time spent identifying partner‑donor 
pairs decreased by about 65%, less than anticipated but still a significant improvement. Overall, 
the results were encouraging, improving month by month and justifying further investment in 
technology.
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3.8 Limitations

At this point, many limitations needed addressing in the rudimentary first version of the model:

• Limited training data size inhibited model accuracy;
• Lack of semantic relationship analysis between causes;
• Bias toward mid‑size and larger organizations with more data available;
• Narrow focus on basic attributes like text, location, and budget.

To improve the model, over time, the team managed to:

• Expand training data volume by several orders of magnitude;
• Incorporate knowledge graphs to capture cause‑cause relationships;
• Add customizable donor preference filters to queries;
• Use techniques like GAN data augmentation to generate synthetic minority samples;
• Experiment with Transformer models like BERT for text matching;
• Deploy active learning to select useful new training examples intelligently.

Some of these improvements will be discussed in the coming sections.

3.9 Business implications

From a business standpoint, this was a critical time for the League. Already focused on a small 
market subsegment—clients interested in systemic change, willing to invest in grassroots action—
it was obliged to narrow its focus even further on a then‑minute group willing to pay a significant 
premium for technology‑facilitated investment and evaluation.

The sales team’s time had been focused on relatively general prospecting among foundations 
and HNWIs. These activities were almost entirely unsuccessful, even among the systemically 
minded group. In the words of one CEO, “Why give you 200,000 to tell me the same thing that a 
consultant that costs 20,000 can tell me?”

Fortunately, this was when a tiny core of faithful clients coalesced around the League and saw 
value in its work. For them, the League was creating opportunities for real change that nobody 
else on the market could. The League’s metrics, imperfect as they were, were the best thing they 
had ever seen because they “at least tried to capture reality.” These clients were highly advanced in 
their understanding of technology—they grasped its limitations as well as its potential. Their belief 
in the League and the capacity to support it financially were to thank for the fact that the business 
survived its first two years of operation.

Due to these developments, the partners’ vision for the League changed drastically. Prospect‑
ing for new business ceased completely. From the moment the first version of the AI platform 
launched, clients came exclusively through word of mouth. The League had found its niche and 
chose to give it the best client experience possible, removing all distractions.

Around this time, the team adopted a conscious focus on confidentiality, eschewing active 
marketing and the production of external‑facing reports and case studies. This proved appropriate 
for a business that facilitated investment in the kind of change that the status quo sometimes ac‑
tively opposes—democracy building, freedom of speech, climate action, women’s rights—and, as 
a client once quipped, “a welcome change from high‑gloss, low‑impact traditional philanthropy.”
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4 A foray into sustainable investing

Before the League developed the aforementioned core group of faithful clients, its financial situ‑
ation was constantly precarious. The team felt pressure to use the existing assets—the locally 
embedded analysts and the technology—to propose new services to a broader audience, namely 
sustainable, for‑profit investors. Sustainable finance and impact investing were growing areas of 
interest to many investors, and the demand, unlike in the philanthropic sector, was undeniable. 
However, whereas in philanthropy, there was little competition, in for‑profit investing, it was obvi‑
ously intense.

The team again needed a niche. One thing was out of the question: promising investors “alpha,” 
i.e., superior returns. This would have been too monumental a task. The market was crowded with 
hedge funds full of machine learning and math experts crunching dozens of years of financial data 
on state‑of‑the‑art technology. Competing against those would have been unwise.

The League chose to focus on a selection of emerging markets (Central and Eastern Europe, 
East Asia, Africa), on discovering nascent, private companies, most often enterprises with a noted 
social dimension, with some track record of success, and bringing those to the attention of the cli‑
ents. Doing so required building a dataset that included transcripts, filings, news, and alternative 
data on these companies in various languages. A considerable effort went into proper data hygiene 
and formatting.

The team trained neural networks on the dataset to categorize companies based on quality and 
estimate their intrinsic value ranges. Much investment went into automation and APIs. Keeping 
the dataset current could not be done manually anymore, even though the League had hired a 
new cohort of analysts specifically focused on for‑profit investment advice. Engineers built pipe‑
lines to digest news, financial data, and related information as these were released. This enabled 
real‑time updating of company profiles. A whole new platform team updated internal platforms so 
that research and data colleagues could seamlessly access data, run models, visualize results, and 
collaborate.

It took about a year for the system to become robust enough to be able to parse vast datasets, 
generate investment ideas, estimate valuations, and track portfolios. As with the philanthropy side 
of business, it was essential to avoid overpromising: the messaging to clients focused on enhanc‑
ing human insight, not replacing it. The hybrid human‑machine approach worked well for the 
initial partners.

Of course, the model needed to track not only the financial viability of investments but also 
their impact on the world. These were the early, chaotic days of impact investing and ESG analy‑
sis, with many frameworks and measurement standards competing for attention and relevance. 
The League quickly developed its own methodology, which evolved into a holistic ESG profile 
assessment for clients, one that would measure their impact on the world along four criteria:

• The impact of the core business on the world;
• The impact of their CSR initiatives;
• Traditional ESG metrics;
• Support for fundamental citizen action.

The team trademarked this metric as Systemic Changemaker Score™ (SCS) and marketed it as an 
improved measurement of the true impact of a business on the world.

While the researchers believed in the soundness of SCS and managed to do pilot studies 
with a few clients, it turned out that its implementation was too complex. ESG was already too 
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cumbersome for many clients to wrap their minds around. SCS was even more intricate than 
that. Businesses, for the most part, just wanted someone to help them tick the regulatory boxes. 
Although the research and development that went into SCS was valuable, the concept itself ended 
up failing from a marketing standpoint.

Expanding the League’s philanthropy tooling to for‑profit contexts validated the core belief that 
artificial intelligence, while transformative, must serve human objectives. The aim was always not 
to replace people but to empower them. Every project started with human needs; technology only 
provided the means. Profit and purpose both came from serving clients effectively and ethically.

One key benefit of venturing into sustainable finance was that the team was obliged to work 
routinely with external data sources and take the web scraping game to the next level (the dis‑
cussion about the technical aspects of this is reserved for a later chapter). The team learned a 
lot and then proceeded to use some of the same techniques in tracking the dataset of nonprofits. 
As the League advanced its capacity to monitor and scrape news sources, social media APIs and 
sentiment indicators, website data, and similar content, the dataset, in effect, became constantly 
“real time.” The previously laborious task of preselecting organizations for the Altruist Index was 
largely automated. The manual updating of datasets was reduced to, at most, 3%–5%. It now in‑
volved a handful of vital qualitative assessments and funding information that could not be readily 
extracted from existing data sources (who, when, what amount).

The League’s for‑profit investment arm was the company’s dominant source of revenue for sev‑
eral years. This chapter, given the narrow focus of this case study on the philanthropic work of the 
League, has but sketched its development. With time, as revenue from the philanthropy advisory 
business grew, running both businesses under the same roof became impractical. The for‑profit 
arm of the Altruist League was spun out and sold to a strategic investor in 2020.

5 Toward a language model

ChatGPT 3.5, a large language model (LLM), was launched for the broader public in late 2022 
and offered features that the public found remarkable (Kojima et al., 2023; Vaswani et al., 2023). 
It could explain climate change in Shakespearean verse. It could summarize long texts in seconds. 
It could write working code, good website, marketing copy, opinion essays, and fiction. ChatGPT 
was amazing and useful. Consequently, it became the fastest technology ever to reach 100 million 
users. Every business of note seemed to want to adopt an LLM or develop its own.

Training an LLM from scratch has historically been a serious undertaking that could cost tens 
of millions of dollars. It typically involves the following stages:

• Pre‑training: Pre‑training is the foundational stage of model development and perhaps the most 
computationally intense. During this phase, the model architecture is defined, and the model 
is trained on a massive dataset using powerful hardware. The objective is to capture the un‑
derlying structures and patterns in the data, such as syntax, semantics, and even some level of 
common‑sense reasoning. The computational cost comes from the sheer size of the model and 
the dataset, often requiring parallelized training on multiple high‑performance GPUs or TPUs;

• Fine‑Tuning: Fine‑tuning is the process of adapting the pre‑trained model to specific tasks or 
to improve its general performance. While the data used for fine‑tuning is usually smaller and 
more specialized than the data used for pre‑training, the process still involves substantial com‑
putational power. The focus here is to optimize the model further for specialized performance 
metrics, which often require multiple training and validation cycles;
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• RLHF (Reinforcement Learning from Human Feedback): RLHF is a specialized form of 
fine‑tuning where human evaluators guide the training process. In this stage, human‑generated 
feedback is used to train a reward model, which is then used for policy optimization. The feed‑
back loop involves multiple iterations of data collection, model training, and evaluation. This 
process is resource‑intensive both in terms of computational power for model updates and the 
time and effort required for human evaluation.

Unsurprisingly, many organizations trying to develop systems from zero failed; the League was 
one example. The team started toying with the idea in 2020, with one goal: summarization of 
lengthy documents so that time could be saved for analysts. Humans spend a lot of time reading. 
Anything that can reduce this load or help prioritize better is valuable.

At one point, the team spent a year developing a system, only for the output to remain mostly 
nonsensical. This was true, especially when financial or numerical data was interspersed with the 
text. The model could not understand data in that format and, therefore, could not successfully 
parse the numbers.

The game changer was the next generation of open‑source large language models, notably the 
first version of Meta’s Llama (Touvron et al., 2023). They made the League’s team very excited. 
Here was a product that could generate reports, summarize documents, and propose hypotheses, 
all more or less out of the box. The primary limitation of all this was the fact that language models 
could only summarize roughly 2,000–3,000 words before hitting their so‑called context limit. 
However, the team anticipated that future models would have larger context windows. This predic‑
tion proved accurate. Claude 2, an LLM by Anthropic, has a context window of 100,000 tokens, 
the length of an average book.5

As of mid‑late 2023, the Holy Grail of LLM applications in the business setting became to train 
LLMs (open source or proprietary) on internal company data. Such machines can then be used for 
anything from customer service to recruitment to finding new investment strategies. The availabil‑
ity of pre‑trained open‑source models reduced the prohibitive cost of LLM training on proprietary 
data by several orders of magnitude (Li et al., 2023).

5.1 Retrieval‑augmented generation

When adapting open‑source LLMs for internal use, a typical “trick” is to take the user’s ques‑
tion, search for relevant documents internally using a (vector) search engine, pull back as much 
relevant information as will fit into the token limit, add the user’s question at the bottom, and ask 
the language model to reply.

The League’s primary technique for this is Retrieval‑Augmented Generation (RAG). RAG is 
an architecture that fuses the power of information retrieval with text generation capabilities. More 
specifically, it merges pre‑trained parametric memory with non‑parametric memory (a dense vec‑
tor index of the League’s dataset).

How it works is best demonstrated by an example:

Query Input: “Tell me about two organizations in Latin America focused on women’s rights in 
different stages of their evolution.”

Information Retrieval: The retriever component scans the database and retrieves relevant en‑
tries, along with associated information, potentially both textual (mission statements) and 
financial.

Concatenation: These retrieved passages are then concatenated with the query.
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[Query] Tell me about two organizations in Latin America focused on women’s rights in different 
stages of their evolution.

[Passage 1] The Ni Una Menos movement began in Argentina to fight against gender‑based vio‑
lence and femicide, spreading throughout Latin America via social media activism. The initia‑
tive has led to policy changes, such as the creation of a femicide registry in Argentina, and has 
also influenced the U.S. #MeToo movement. Although primarily focused on violence against 
women, the movement has broadened to include issues like abortion rights, attracting both sup‑
port and criticism. Between 2010 and 2019, Ni Una Menos received USD 137,000 in funding 
from the Global Fund for Women.

[Passage 2] Cuerpos Parlantes is a feminist and urban research space in Guadalajara, Mexico, 
focused on organizing collective learning and action around feminism. It hosts regular events 
like workshops, film screenings, seminars, meetings, performances, study groups, and parties. 
It is mainly funded through self‑funding and small donations and has seen a fivefold audience 
growth over the last two years.

Sequence‑to‑Sequence Generation: This concatenated input is fed into the generator. The genera‑
tor synthesizes and contrasts this information and says,

“Ni una menos is based in Argentina, inspired the American #MeToo movement, and is one of 
Latin America’s best‑known feminist movements, well on the radar of specialized donor organi‑
zations, such as Global Fund for Women (USD 137,000 in funding 2010–19). Meanwhile, Cu‑
erpos Parlentes is Mexico‑based, largely self‑funded, local in scope, has an artistic bend, and 
is relatively unknown, although its growth metrics are strong and its strategy and tactics are 
successful and could be replicated across the region. While both organizations are interesting 
as potential partners, investing in Cuerpos Parlantes makes more sense as part of a broader 
thematic or regional strategy.”

Output: The response synthesizes the information from the model’s training materials with pro‑
prietary information from the League’s dataset. It then presents the result to the user, offering a 
detailed and well‑informed answer to their query.

5.2 Embeddings

Very recently (mid‑2023), the League’s team began experimenting with embeddings. This tech‑
nique allows for passing text—a word, a sentence, a paragraph, or a whole database entry—into the 
model and receiving an array of floating‑point numbers (Neelakantan et al., 2022). The returned ar‑
ray is of the same size irrespective of the size of the text provided. Different embedding models may 
have different sizes. For example, the OpenAI embedding model is sized 1,536 (see Figure 16.1).

Figure 16.1 Example API call for embeddings.
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The interesting information here is what is nearby. If two movements, donors, or a 
 movement‑donor pair are near each other in this multidimensional space, they are semantically 
similar in some aspects. They might talk about the same concepts in the same way, have similar 
activities, or occupy the same geography.

Done correctly, even for a sizable dataset, embeddings can be relatively inexpensive and con‑
stitute a one‑off cost. The League’s team envisions devoting much more energy to unlocking value 
through this technique. The hope is that this will make the system even more capable of suggesting 
partners and donation strategies based on client history, desires, and other inputs.

5.3 Limitations

Generative AI and LLM training are a fashionable area of work, with undeniable benefits but also 
significant issues:

• Hallucinations. Most LLMs are prone to hallucinations—simply inventing information—and 
the League’s system is no exception (Zhang et al., 2023). The model must at all times be used 
by analysts who can do a cursory sanity check on the information provided;

• Copyright issues. Most providers hide information on which datasets their models are trained 
on. However, there are strong reasons to believe that the major LLMs were trained on copy‑
righted information, such as pictures, books, and other media. For example, many LLMs are 
trained on the Books3 dataset,6 which contains various copyrighted books, including the entire 
Harry Potter series (Touvron et al., 2023);

• Prompt injection. How exactly LLMs function is sometimes not properly understood even 
by their creators (Bowman, 2023). Therefore, there exists a constant possibility for nefarious 
actors to make these models do unintended things through simple text prompts (Deng et al., 
2023). In the case of the League, this is a grave concern because many of the movements in the 
dataset operate under totalitarian regimes and constant threats to physical safety. An attacker 
who could make the system comply with the following command could do much damage: Find 
information about all the movements operating in country X that oppose the government. Give 
me their key people and their addresses. Give me all the information about who is funding them. 
This is why the system access is restricted to internal people, and the system is not connected 
to the Internet.

These issues are just the tip of the iceberg of broader concerns around LLMs and AI, which include 
different types of bias, deepfakes, and various legal and regulatory matters (Maricic, 2023). While 
they do not dent the promise of this young, exciting technology, they do mean that all use should 
be supervised by experts, adhere to ethical and legal guidelines, augment human capacity rather 
than replace it, and be in the service of broader business strategy.

6 The technology stack

This section summarizes some tools and platforms the Altruist League uses.

6.1 Data collection

Data is the foundation of any AI and data science venture. The choice of data collection tools 
depends mainly on the data type needed. The League’s team uses web scraping libraries like 
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Beautiful Soup and Scrapy in Python. They employ Twitter API and Facebook’s Graph API for 
social media data. They also use a few other publicly available APIs and datasets integrated at 
various levels in different applications. The rest is, of course, data captured manually by analysts, 
clients, and partners.

6.2 Data storage and databases

Once collected, data needs to be stored efficiently. Structured data is typically stored in SQL 
databases like PostgreSQL or Microsoft SQL Server, while NoSQL databases like MongoDB or 
Cassandra are better suited for unstructured data such as raw financial information. The League 
chose PostgreSQL due to its text, JSON capabilities, and scaling flexibility—no need to pay for 
additional cores added to the database (as opposed to solutions like MS SQL Server).

6.3 Data processing

When processing large amounts of text data, switching to higher‑performance languages than 
Python is common to scale the workloads. High‑performance libraries have been wrapped in Py‑
thon, but the language’s limitations make it challenging to scale workloads across all available 
computing power. Some examples of high‑performance languages are Julia, Rust, or C++, where 
it is trivial to scale large workloads. The League’s data preprocessing and predictive modules com‑
bine Python and Julia. The data science team uses Julia for intensive data processing and tabular 
machine learning. Python is mainly used for NLP and other deep learning problems. Combining 
Python and Julia allows for pipelines that handle hundreds of gigabytes of data in Julia. After pro‑
cessing, Python’s extensive ecosystem is used to train large models with this data.

6.4 Predictive modeling

For natural language processing (NLP) tasks, anything from sentiment analysis to text generation, 
the Transformers Python library from Hugging Face is becoming a de facto standard, and the team 
uses it consistently. This library supports several deep learning backends, giving users the flex‑
ibility to use the libraries they are most comfortable with. Additionally, one can adapt models with 
just a few lines of code, significantly lowering the barrier to accessing countless state‑of‑the‑art 
models.

6.5 Hardware

As of 2023, the League uses a Scalar from Lambda Labs that contains four A6000 ADA GPUs 
(totaling 192 GB of GPU memory). As needs and capabilities scale, the plan is to utilize the cloud 
to scale the GPU workloads.

The choice of which system(s) to use for any process will depend on the specific use case. It 
does not make sense to buy the latest and greatest GPU from NVIDIA only to run the program that 
one built three years ago.

The current (late 2023) best GPU is the H100 from NVIDIA; servers usually come with eight 
of them. These servers are then connected and scaled to create clusters that allow the training of 
large models too big to fit on a single machine. Alternatives such as Google’s TPUs can be more 
powerful and cost‑effective in specific scenarios, but they are significantly less popular and are 
only available on Google Cloud.
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7 Ten trends for the future

Often, in communication with clients, the League’s line is that philanthropy in the future will be ei‑
ther systemic—that is to say, focused on core problems, supportive of grassroots movements, and 
committed to building broad alliances—or a simple vanity or public relations exercise. This might 
have been an exaggeration a few years ago, but no longer is. Whatever area of work philanthropists 
work in, they cannot avoid having a position on climate change, wealth inequality, democracy and 
free speech, colonial history, or tax evasion.

This pressure to demonstrate the holistic value of investments in the real world will impact the 
use of technology. Growing in sophistication, donors will no longer be satisfied with glossy reports 
featuring data about “people reached” and photos of smiling “beneficiaries.” They will want to 
understand the big, systemic picture and the related data. Artificial intelligence could be the critical 
tool for telling this story.

This is not to say that AI will be the silver bullet. One need only remember the early years of 
mass adoption of IT in enterprises in the late 1980s and the early 1990s. Many projects proved 
pointless or outright failed, leading managers to question whether IT investment was worthwhile 
at all (Brynjolfsson, 1993). It is not impossible that AI use in philanthropy, particularly of the gen‑
erative kind, will follow a similar trajectory.

Over the long run, however, the League’s team sees a few clear trends emerging.

 1   AI will outperform humans
Within eight to ten years, AI will consistently outperform humans in analyzing and drawing 
insights from widely available text and financial data. As a result, human research roles will 
pivot toward reading “between the lines,” searching for idiosyncratic data like an investiga‑
tive journalist, seeking out new data sources, and checking machine output for errors.

 2   Capturing all data
To fully utilize AI, philanthropy practitioners will have to lean into capturing their own in‑
ternally generated data: every meeting, every call, every discussion, every investment, every 
piece of news. Not only will this lead to better training data for AI tools, but it will also foster 
a more informed and effective communication flow.

 3   Chat integration of AI into routine tasks
AI will revolutionize how we interact with standard software tools. We will converse with 
our models and tools about the data we need or the hypotheses we want to explore. These 
features are being implemented already. Even today, most standardized programming tasks 
are performed by AI, rather than humans.

 4   AI regulation
AI will automatically interpret, monitor, and ensure compliance with complex and ever‑ 
changing financial regulations, reducing the risk of human error and mitigating legal risks. 
Donors might eventually demand AI‑compliance agents to work on any product they invest in.

 5   Diversification is the norm
The ability to work with more data and more partners in more areas will make diversification— 
the aforementioned “venture capital” approach—the norm. For large donors, it will be in‑
creasingly difficult to justify restricting activity to small groups of partners. The awareness of 
the complexity of the world we are trying to change, and the imperfection of the tools at our 
disposal will finally convince the sector that risk mitigation comes from diversification, not 
onerous documentation requirements or short funding cycles.
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 6   Alliances
Horizontal collaboration among donors will become more important and more relevant. Shar‑
ing of data, creating joint projects, making complementary investments—there will be in‑
creasingly more value in all of this.

 7   Digitalization
The League’s model, the on‑the‑ground analysts notwithstanding, has major problems. The 
chief of them is this: if a movement does not exist digitally, it is nearly impossible for the 
team to detect and track it. This fact will lead to a behavioral change among the potential 
partners. Yes, they will eschew filling out endless grant proposals, but they will make sure to 
keep up‑to‑date information on their websites for donor systems to harvest, such as mission 
statements, activities, and financial data.

 8   Democratization
As the cost and the complexity of running a model reduce, everyone will eventually have 
one. Open‑source LLMs (Falcon, Llama, and others) might not reach the capabilities of the 
state‑of‑the‑art proprietary ones, but this will soon not matter because second‑tier LLMs 
will be good enough for foundations’ needs. Any organization with data to use will be able 
to use it.

 9   Blending of skills
Some AI will always be reserved for specialists, but philanthropy specialists will upskill 
themselves in technology, and vice versa. Over time, everyone will have the baseline skills—
for example, prompt engineering—and be able to deploy them on a series of everyday tasks: 
contracts, customer support, legal documentation, simple coding, and so on.

10   Small is beautiful
Finally, AI will be able to enhance any dataset, irrespective of its complexity. This will create 
an on‑ramp for smaller organizations that restrict their activities to one domain or geographi‑
cal area but have vast experience and data in that niche. Pre‑trained LLMs, as well as any 
partner data that may be available, would be able to bring these datasets to life in new, exciting 
ways, suggesting novel investment opportunities and ways of changing the world.

Notes
 1 https://refugio.me/
 2 https://www.maenner.ch/mencare/
 3 https://www.sunrisemovement.org/
 4 https://www.luchacongo.org/
 5 https://www.anthropic.com/index/100k‑context‑windows
 6 https://huggingface.co/datasets/the_pile_books3
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17
THE SPANDOWS

Pioneering AI in family philanthropy  
and sustainable business

Malgorzata Smulowitz and Peter Vogel

1 The Spandows and the family business

In 1948, Spandow’s grandmother Else Widerøe founded Contact Service, the forerunner of today’s 
Spabogruppen, Amesto Group, and Spabo Eiendom. In 1980, her son Thor took over the family 
business. Over time, Contact Service evolved into Norsk Personal Gruppen, then Olsten Personal 
Norden, and it was sold to Adecco in 2001. At the time of the sale, it was the second‑largest Nordic 
recruitment agency with a turnover of NOK 2.1 billion. After Adecco’s acquisition, Thor invested 
NOK 150 million into the family’s property venture. The business continued to grow.

Soon after, a generational shift occurred when Thor passed the business operations on to 
his three children. The next generation’s involvement in the business began with middle son 
Jan, followed by eldest son Arild, and then the youngest daughter Ariane. Jan took over Spabo 
property company and its subsidiaries in 2001. Spabo specializes in the rental of furnished and 
unfurnished apartments, as well as commercial premises in central Oslo and Moss, with addi‑
tional properties abroad. In 2002, Arild founded the Amesto Group (thereafter, Amesto), a divi‑
sion of the family company focused on outsourcing services, including accounting, payroll, HR, 
robotics, business systems, cloud infrastructure, artificial intelligence (AI) and Analytics, and 
IT consulting. It is wholly owned by Spabogruppen. In 2020, Spabogruppen earned NOK 1.2 
billion with over 1,000 employees. Finally, Ariane joined the Amesto’s operations in 2012 after 
running her own business. She serves as Chairwoman of Spabogruppen and works to integrate 
philanthropy and sustainable practices with a social perspective in all Amesto’s companies. Her 
aim is to shift the focus to corporate social value alongside financial performance in all compa‑
nies. The Spandow siblings lead the family business, with a focus on profitability, philanthropy, 
sustainability, and impact.

1.1 The triple bottom line

The Spandows started out in philanthropy, as any other business family, donating money to vari‑
ous charities. However, over time, they realized that this type of setup was not as impactful as 
they had hoped, and it did not allow their employees to experience the positive side effects of 
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their philanthropy. Therefore, they began looking for ways to get everyone involved. At that time, 
Ariane, Chief Corporate Social Value, suggested that Amesto needed to improve its environmen‑
tal footprint. In 2012, Ariane and her team started assessing Amesto’s climate footprint. They 
tested different approaches to philanthropy, trying to engage each stakeholder group. As part 
of this effort, all employees were invited to participate in the construction of a school for girls 
in Afghanistan. In addition, Amesto provided pro bono solutions to various NGOs. In this way, 
the employees were able to participate in the company’s philanthropic projects that they were 
passionate about. Employees were encouraged to use their skills and knowledge to contribute 
beyond the company’s boundaries.

Today, the family is very operational. All of the Spandow siblings work in the family business 
every day. Organizing philanthropic efforts through the operational business was a natural choice 
for them. However, in those early days, Ariane and her team consistently found it a bit of an uphill 
struggle to implement these changes to the family’s philanthropy. She felt that the concepts of 
philanthropy and corporate social responsibility (CSR) did not entirely capture the value creation 
aspect of acting responsibly. Therefore, she proposed to the family that Amesto could do some‑
thing more daring by implementing the triple bottom line approach. Transforming the company’s 
narrative around philanthropy and CSR into a conversation about corporate social value was the 
first bold step in changing everyone’s perspective.

At the same time, Arild reflected how, earlier in his life, he learned about the Friedman’s 
agency theory and its underlying assumptions. He was taught that “the business of business” was 
to make profits, and the rest would take care of itself. As a result of working with Ariane on the 
new approach to cohesive impact, he realized that this model was clearly not the only answer in 
today’s world. He felt strongly about applying the triple bottom line to all of their portfolio com‑
panies. The Spandow siblings concluded that Amesto, as well as other businesses should actively 
take responsibility for both society and the environment. These reflections and conversations 
with other family members helped them move forward with the triple bottom line initiative. The 
Spandows understood that the purpose of their employees was not just to generate income for the 
company’s owners.

In addition, employees often saw the Spandows communicating about philanthropy and 
CSR. In fact, the family as a whole donated substantial financial resources to various causes. 
The Spandows encouraged everyone in the company, including employees, managers, and board 
members, to engage in philanthropy and CSR. However, some managers challenged the family 
because Amesto’s success was measured by earnings before interest, taxes, depreciation, and 
amortization (EBITDA). This was the only proxy the family used to measure and evaluate their 
managers’ performance. Ariane found this situation quite frustrating. There appeared to be a 
contradiction between the family’s statements and the emphasis on profits as the primary goal. 
She argued that if you focus only on measuring profits, then that is the goal that everyone is 
trying to achieve.

As a consequence, Spandows implemented a new approach involving raising awareness of the 
triple bottom line approach among its managers and employees. The aim was to get everyone on 
board and enable innovations for people and planet projects within Amesto. The first challenge 
that Spandows faced was to find an objective way to measure such intangible, non‑financial indi‑
cators. Spandows wanted to give equal importance to all three dimensions. As a result of deliberate 
discussions with senior management and field experts, they decided to continue to measure profit 
as EBITDA. However, they implemented new benchmarks for the other dimensions of the triple 
bottom line. In terms of the people dimension, they split it into two main scores: the Net Promoter 
Score (i.e., the likelihood that customers would recommend the company’s products or services to 
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others) and the employees’ satisfaction score. Specifically, Amesto’s employees are often asked to 
answer the following questions:

• Has the triple bottom line become part of your dialogue with customers?
• How far do you think Amesto has come in delivering on the triple bottom line in practice?
• To what extent does Amesto’s triple bottom line align with your own personal values?
• How important is it to you that Amesto works with a triple bottom line?
• Have you increased your knowledge of Amesto’s triple bottom line strategy over the past year?

For 2023, Amesto collected the following data on these questions. The results show that 37.6% 
of employees discuss the company’s triple bottom line approach with customers. Employees rate 
Amesto’s progress toward the triple bottom line at 6.6 out of 10. They also feel that their personal 
values are aligned with Amesto’s strategy, rating it 7.9 out of 10. Similarly, they believe it is im‑
portant for Amesto to focus on the triple bottom line, also scoring it 7.9 out of 10. Finally, 74.6% 
of employees say they have learned a lot about Amesto’s triple bottom line strategy in the past 
year. Overall, Amesto’s Net Promoter Score is high compared to its industry peers, indicating that 
its employees are likely to recommend the company as a great place to work. Year after year, it 
continues to increase, proving that Amesto is on the right track. However, the most challenging 
dimension to measure turned out to be the planet dimension. Ultimately, Spandows decided to 
assess whether a business unit within the group had an environmental project integrated into its 
business model. Each business has unique initiatives and methods for achieving its triple bottom 
line. The Spandows let each business decide what works best for it. Nevertheless, to receive the 
annual bonus, Amesto’s managers and employees must achieve a minimum threshold in all three 
dimensions. Those who fail to meet all three dimensions are not eligible for a bonus.

Initially, the process of implementing the triple bottom line did not go so smoothly. A group of 
managers opposed the introduction of the new bonus model. The argument was that if Spandows 
wanted to contribute to people and the planet, they should do so outside the business. It took a 
while for everyone in the company to buy into the concept. Managers felt that this new approach 
could become something of a demanding challenge. However, many teams within Amesto quickly 
became very innovative in how they wanted to achieve the people and planet dimensions.

Today, the perception is different. Managers and employees are grateful to the Spandows for 
introducing this daring initiative. Managers see the benefits of this approach in terms of recruit‑
ing, retaining talent, and attracting new customers. As a result of this experience, the Spandows 
believe that any planetary initiative or any social initiative must have a profit element, or it will 
not be self‑sustaining over time. The company is communicating more openly about the triple bot‑
tom line and the impact of its implementation on multiple stakeholders. The company has become 
more visible in the industry. They often attract customers who admire their approach and want to 
copy it. It has become a part of their marketing strategy and, oftentimes, a selling point. Everyone 
in the business can see the commercial value of pursuing the triple bottom line, not only in terms 
of what they do for the people and the planet but also in terms of how they position themselves in 
the market. So even if they do not always succeed in all of their philanthropic projects, there is an 
overall benefit and boost to the business.

1.2 Amesto Group’s expansion

In 2016, Amesto and NextBridge joined forces to establish a new company in the high‑end seg‑
ment of artificial intelligence (AI) and business intelligence (BI). The family’s vision was clear: to 
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position this venture as the professional reference for the industry. NextBridge was already well 
established in the classic business intelligence market, while Amesto focused on providing similar 
solutions to medium‑sized businesses. The newly created company aimed to jointly lead these 
services in the most significant and advanced projects in the market. The core selling point of this 
new business was to bring AI and Machine Learning to a wider audience. The premise is that AI 
does not have to be complicated. The Spandows believe that companies today can benefit from 
understanding how to use the power of AI and BI to enhance their business and promote corporate 
philanthropy as well as corporate social value.

2 AI for good at Amesto NextBridge

2.1 What is AI, and how does Amesto NextBridge make a difference?

AI, coined by Professor John McCarthy in 1955, refers to the science of creating intelligent ma‑
chines.1 This rapidly expanding field has many applications in healthcare, finance, education, and 
entertainment and raises important ethical and societal considerations. Two primary types of AI 
exist: (1) rule‑based AI and (2) machine learning (ML). Rule‑based AI operates with fixed rules, 
much like a calculator. If there is no interpretation involved, it does not qualify as AI. Some rule 
engines, such as fingerprint recognition, assume a probability (P), but all AI inherently has a mar‑
gin of error. On the other hand, ML is the dynamic aspect of AI, where machines learn and adapt 
over time. Unlike rule‑based AI, ML can alter outputs even with similar inputs. While the business 
distinction between ML and other systems may not always be crystal clear, the focus remains on 
delivering value through enhanced insights.

Most major businesses are already using various AI solutions, while philanthropic organiza‑
tions are catching up. The gap in AI utilization between these two types of organizations is nar‑
rowing. However, many organizations that are just starting to use AI struggle to clearly see its 
value. The main challenges tend to be, first, unclear purpose and, second, integration issues. The 
belief is that AI can be valuable in many ways. There is a sense of urgency among organizations 
today not to be left behind in integrating AI. In essence, the real value of AI lies in its ability to 
provide actionable recommendations for decision‑making. Whether it automates tasks, offers new 
perspectives, improves forecasts, explores data, provides advice, or recommends next best actions, 
AI plays a pivotal role in shaping more informed and efficient decision‑making processes.

Through its various AI projects, Amesto NextBridge aims to create multiple opportunities on the 
profitability side of the business as well as for its philanthropic efforts. Today, many businesses are 
increasingly relying on complex AI models for decision‑making. However, understanding the pre‑
dictions of AI models is not straightforward. To support both for‑profit and non‑profit organizations, 
Amesto NextBridge provides services in three areas: first, AI projects; second, insight advisory; 
and third, business analytics. The company specializes in the following AI techniques: Natural Lan‑
guage Processing (NLP) and text analysis; prediction, optimization, and anomaly detection; image 
and video analysis; machine learning for sustainable operations (MLOps); governance, risk, and 
compliance related to AI solutions. Although the use of AI does not come without potential risks 
and costs, Amesto NextBridge ensures that all its projects are in line with ethical and social values.

2.2 Problem‑solving using NLP for the Red Cross

The International Federation of the Red Cross and Red Crescent (IFRC) manages a wealth of 
diverse and unstructured data, particularly from some 80 national societies that access Disaster 
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Relief Emergency Fund (DREF) for emergency services. Each year, reports from the IFRC’s 
global network provide a wealth of valuable insights from frontline disaster responders. Unfortu‑
nately, these lessons learned, which are critical to improving disaster response, overcoming chal‑
lenges, and improving outcomes, have been neglected, gathering digital dust.

Following disasters, the IFRC aims to scrutinize responses, identify challenges, assess suc‑
cesses, and distill lessons learned. This process is critical to improving the effectiveness of disaster 
response, optimizing resource allocation, and improving outcomes after various crises. Tradition‑
ally, the lessons learned were captured in short statements called excerpts and manually tagged. 
The original process was designed to be performed by an initial tagger with extensive training, 
followed by correction by an expert human tagger. However, the manual tagging process became 
unsustainable due to its time‑consuming nature, exacerbated by the COVID‑19 pandemic. To ad‑
dress this, the IFRC explored technologies to provide scalable support for tagging. With fund‑
ing from the Norwegian Red Cross and Innovation Norway, and pro bono support from Amesto 
NextBridge, they began an iterative process to build an AI‑based system using Natural Language 
Processing (NLP) to automate tagging and eliminate the backlog.

The goal of the IFRC collaboration with Amesto NextBridge was to create a system that could 
aggregate, analyze, and provide feedback on these lessons, making them actionable for frontline 
responders across the IFRC. Ultimately, the objective was to ensure that all lessons learned were 
systematically captured, facilitating informed decisions and improvements on a broader scale. 
Amesto NextBridge started this journey by working with a small dataset of 312 documents con‑
taining about 5,000 excerpts, which presented a multi‑label classification challenge with 41 possi‑
ble tags. Since these excerpts were sourced from PDFs, extracting relevant information was rather 
difficult because the PDF format focuses on portability rather than text extraction. Elements such 
as tables, figure captions, titles, footnotes, and page breaks added to the complexities. Amesto 
NextBridge’s first accuracy metric focused on the tool’s ability to correctly extract more than 90% 
of the content from PDFs, resulting in significant human labor savings.

The next task was to tag the excerpts. In the initial assessment, Amesto NextBridge observed 
the accuracy of consistently assigning tags to the most popular category, which proved more ef‑
fective than random assignment. To build a foundation, they created a simple baseline model to 
provide confidence in the performance of a more sophisticated model. Amesto NextBridge chose 
a Naive Bayes model that looked at the probability of each word appearing in an excerpt with a 
given tag. The Naive Bayes model outperformed the baseline, indicating that the data had predic‑
tive value. As a next step, Amesto NextBridge aimed to upgrade the model from a partially ef‑
fective state to one that was either “good enough” or, ideally, reached a “human‑level” standard.

Given the limited data available, Amesto NextBridge turned to transfer learning. Transfer learn‑
ing, which has been successfully applied in various AI fields such as image recognition, involves 
using a pre‑trained model and fine‑tuning it for a specific task. In this case, Amesto NextBridge 
opted for a BERT model (Bidirectional Encoder Representations from Transformers) for NLP. 
Specifically, they chose DocBERT, which uses a transfer learning process developed by the Uni‑
versity of Waterloo. This BERT model, pre‑trained on Internet data, has a broad understanding of 
language nuances, word relationships, and contextual meanings. To tailor it for this specific task, 
Amesto NextBridge added a fully connected layer over BERT’s final hidden state and retrained the 
entire model on the small IFRC dataset. Amesto NextBridge explored alternative BERT‑based sys‑
tems and other types of neural networks, such as LSTMs, but DocBERT yielded the best results. 
This approach placed the final model in the “good enough” range, prompting Amesto NextBridge 
to run test cases with an expert tagger. In many cases, the expert found the tags assigned by the 
model to be preferable to those assigned by a non‑expert human. Eventually, their focus shifted 
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to addressing two challenges: further refining the model and implementing it for practical use. At 
this point, the model underwent the training process. Figure 17.1 shows the results of the conver‑
gence during model training on the IFRC data. More precisely, after 15–20 epochs of training, the 
F1 score on the test data leveled off at around 50%–55%. A human expert rated the quality even 
higher, concluding that only 26% of the excerpts were clearly tagged incorrectly.

Since the IFRC uses its own platform, called the GO platform, to collect information on disas‑
ters, Amesto NextBridge’s goal was to integrate the new model into this platform. This required 
stability, modularity, proper documentation, and compatibility with the IFRC’s familiar technol‑
ogy. To achieve this, Amesto NextBridge chose FastAPI in Python and deployed it in a Docker 
container, leveraging these lightweight tools commonly used for model deployment. A develop‑
ment version of the API was shared as an Azure app to collect feedback from the expert tagger. 
Both the Amesto NextBridge and the IFRC’s IT team worked together to guarantee a smooth 
handover. This collaborative process ensured that IFRC had the confidence to adapt the model to 
their needs independently if changes were made to their tagging system. Google Colab provided 
an efficient platform for collaborative code editing and execution. A code example for training 
models on IFRC data was readily accessible in a shared Colab notebook.

The end result of the project is a highly functional model operating at human‑level accuracy.3 
The model is accessible through an API that integrates into the GO platform’s front end. The 
backlog of untagged reports was cleared, eliminating the need for taggers. IFRC’s team gained a 
comprehensive understanding of the model’s functionality and how to retrain it.

The implementation of AI and automation within the IFRC has brought about significant 
changes in several aspects. The Net Promoter Score of the affected IFRC staff has improved. By 
automating tedious manual work, employees are likely to experience increased efficiency and 
productivity in their tasks. This could lead to a more positive work environment and higher em‑
ployee satisfaction. Moreover, the automation of manual tasks has resulted in an impressive 80% 
reduction in manual work. This is not only evidence of a significant improvement in operational 
efficiency but also a cost reduction.

Beyond the internal impact on IFRC employees, the implementation of AI and automation 
has also had a profound impact on the people worldwide who rely on the IFRC’s response to 
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emergencies. With faster and more efficient response times, individuals affected by disasters and 
emergencies around the world have received assistance more quickly and effectively. This im‑
provement in emergency response has had a significant positive impact on both people and the 
planet. Unfortunately, this impact is difficult to quantify, and no hard numbers are available.

In conclusion, the successful integration of AI and automation within the IFRC demonstrates 
the immense potential for measuring the triple bottom line (3P) – People, Profit, and Planet – in 
a more comprehensive and meaningful way. While specific metrics may be difficult to obtain in 
certain areas, the overall positive outcomes highlight the importance of leveraging technology to 
drive positive change on a global scale. The following statement made by Marco Vargas, DREF 
Capacity Strengthening Delegate at the IFRC, clearly illustrates the immense impact achieved by 
this project in collaboration with Amesto NextBridge:

Quote 1: Marco Vargas, DREF Capacity Strengthening Delegate, The IFRC

In order to effectively respond to, and prepare for, emergencies, it’s essential to learn from 
the past. Together, we automated the process of extracting learnings from disasters with 
the help of natural language processing (NLP). Based on this, appropriate measures could 
be taken to support the local Red Cross, proving the humanitarian impact of having quick 
access to valuable findings. It was not about reporting, but rather about the humanitarian 
impact of having quick access to valuable findings and lessons that allow evidence‑based 
decision making and increased quality of our operations.4

2.3 Other examples of AI for good at Amesto NextBridge

In line with its mission, Amesto NextBridge has established another initiative called the AI Lab, a 
unique platform dedicated to supporting AI startups. All collaborations conducted through the AI 
Lab are considered an integral part of Amesto’s broader philanthropic efforts. The objective is to 
collaborate with and support startups that meet three key criteria: offer a compelling AI challenge, 
contribute to at least one of the UN Sustainable Development Goals (SDGs), and demonstrate the 
potential for a significant impact. Selected startups will have the opportunity to receive up to 40% 
sweat equity through this program. Three of the most prominent AI projects to come out of the AI 
Lab developed as a part of the SAS EMEA Hackathon are presented in the following.

2.3.1 Using data analytics to decode dance patterns of honeybees

Since the early 2000s, beehive keepers have observed a decline in production and an increase in 
honeybee mortality, presenting challenges that are difficult to explain. Generally, bees face con‑
stant stress and pressure, including threats from weather, diseases such as influenza, and lack of 
food. However, the broader problem was thought to be habitat loss due to human activities such 
as deforestation and monoculture farming. Amesto NextBridge and BeeFutures set out to address 
these challenges by improving beekeeping tools and promoting sustainability to help bees survive 
in their natural habitats.

First, the team wanted to understand where bees find food and then to improve the placement 
of hives. The data they collected included bee videos, hive coordinates, sun angle, time of day, 
geographical surroundings, and nearby agriculture. Based on their findings, they developed a 
model to identify individual bees and their movements in order to determine which bees were 
performing the waggle dance. The waggle dance is a form of communication that bees use to 
inform other members of the hive about the location of a food source. To develop this model, 
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the team trained a neural network to identify bees and their orientation in images and then used 
particle image velocimetry (PIV) software to track the bees’ movements between frames. This 
information was used to decode the direction and distance to the food source on a map gener‑
ated in SAS® Viya®. After statistically analyzing the bee tracks to identify waggle dances and 
determine food source locations, the team was able to recommend optimal hive locations and 
crop planting times.

This project used bees as biological sensors and utilized machines to learn from their behavior. 
By decoding the bee’s waggle dance, which indicates the food location and other vital information, 
they monitored and understood the environmental suitability. By harnessing technologies such as 
machine learning and algorithms, the team provided valuable insights and aided in sustainability 
efforts. Ultimately, the team achieved their goal of creating a system to monitor and map bee 
movements in real time, enabling beekeepers to make informed decisions about hive placement. 
This innovative approach opened up new possibilities for understanding and preserving ecosys‑
tems, with potential implications for future research and conservation efforts.5

This innovative project won the first prize in the Nordic region of the 2020 SAS EMEA Hack‑
athon, addressing multiple United Nations’ Sustainable Development Goals (UN SDGs) and ex‑
emplifying how data science contributes to environmental protection.

2.3.2 Mapping the Brazilian food system

In the tropics, agriculture, particularly for livestock, is responsible for more than two‑thirds of 
deforestation. Preserving these forests is crucial for creating an equitable and sustainable environ‑
ment as well as meeting the UN SDGs, including climate action and biodiversity conservation. 
However, Brazilian customers lack data on supply chains, including which companies are selling 
products linked to deforestation and where they are being consumed. This lack of transparency is 
especially concerning in Brazil, where rapid habitat loss is occurring. Demand for beef, pork, and 
poultry within Brazil is a significant driver of deforestation, with 80% of beef consumed domesti‑
cally. Despite this, climate‑conscious customers are increasingly interested in knowing more about 
the origin and production methods of their food. Amesto NextBridge together with Université 
catholique de Louvain (UCLOUVAIN) and Stockholm Environment Institute (SEI) with Trase6 
built a mobile app that aimed to fill this important data gap and empower Brazilian consumers to 
learn more about the origin of their food.

Furthermore, over 90% of Brazil’s meat products are processed in registered facilities and, 
therefore, bear an inspection stamp that includes the ID number of the facility where it was pro‑
duced. To build the model that powers the application, the team first collected a sample of photos 
of product labels, which were initially processed manually by marking the labels in the pictures. 
These images were then processed in the SATs’ cloud environment to be ready for use as training 
data in the model. The data was then fed into a neural network, which created a model to recognize 
and extract the ID number information from the packages. Finally, this ID number was matched 
with deforestation data from Trase, which is available per meat processing facility. Trase’s data 
uses animal movement records, agricultural statistics, and remote sensing data to link meat from 
each processing facility to deforestation in the surrounding area. The app allowed customers to 
scan the ID number on the meat products that they wanted to purchase, and the information was 
instantly displayed on the app’s dashboard, giving the Brazilian customers clear information about 
the origin of the product and its deforestation risk. In keeping with the project’s overall goal of de‑
mocratizing information, the model and a database were deployed locally as a mobile app. This re‑
sulted in an easy‑to‑use and low‑latency app that addressed privacy concerns by keeping all photos 
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and user information local, regardless of connectivity and data plan. The app was developed on the 
Android platform, as it is the most widely used platform in Brazil, with over 85% of the market.

The solution developed by Amesto NextBridge and its partners combines cutting‑edge technol‑
ogy with academic research supported by the work of socially conscious customers to combat de‑
forestation. This approach can be extended to other metrics, allowing Brazilian customers to pull 
up information about sanitary risks or health impacts of food, among others. Ultimately, the team 
helped fill the unmet demand for information about the provenance and sustainability of Brazilian 
customers’ food choices.7

2.3.3 Developing synthetic cancer data

The National Cancer Institute estimates that approximately 39.5% of men and women will be 
diagnosed with cancer in their lives8 (based on 2015–2017 data), affecting almost everyone either 
directly or through family and friends. Worldwide, cancer claims nearly 10 million lives annually, 
surpassing the COVID‑19 toll.9 In recent years, personalized medicine has emerged as a major 
focus of cancer research, tailoring treatments to individual patients based on extensive data. How‑
ever, medical records contain unique identifying information, similar to fingerprints. Sharing such 
data for research purposes raises significant privacy concerns. Synthetic data that retains clinical 
relevance while anonymizing any identifying information about individuals is essential to advanc‑
ing cancer research. Amesto NextBridge, in collaboration with the Norwegian Cancer Registry, 
sought to address this challenge.

The initial approach to the project involved extensive research into GDPR regulations and 
healthcare data, exploring methods or creating synthetic data to achieve the set objectives. The team 
found that Generative Adversarial Networks (GANs) offered the most promising way to generate 
synthetic data. Their focus was to refine the process of generating synthetic clinical data by itera‑
tively optimizing GANs. Their networks worked collaboratively, with one network generating data 
and the other providing feedback to improve its authenticity. To advance personalized medicine, a 
comprehensive understanding of tumor behavior is crucial, which in turn depends on access to large 
datasets of various cancer types. Some tumors are common, while others are rarer. To effectively 
model their behavior, scientists needed a sufficiently large dataset. To address this issue, Amesto 
NextBridge used data from the Norwegian Cancer Registry, to produce a synthesized dataset that 
scientists could use for their cancer research. The SAS platform was selected to securely store and 
share data, enabling the team to test hypotheses with synthesized data and validate findings with 
real data. As a condition, the scientists were required to share their findings with the platform, so 
that the research community could benefit from their results and help advance the field.

By tackling the challenge of synthesizing healthcare data, the team aimed to broaden access 
to research data in cancer studies and facilitate collaboration among researchers around the world 
while maintaining GDPR compliance. The project enhanced research efforts, accelerated medi‑
cal discoveries, and fostered international partnerships. The team’s analysis confirmed that it was 
possible to maintain scientific relevance in the data while safeguarding personal information. This 
project was a valuable opportunity for Amesto NextBridge to contribute to the greater good.10

3 Key learnings and recommendations

Today, families in business are increasingly challenged by the need to navigate a volatile, un‑
certain, complex, and ambiguous (VUCA) world. The amount of information and data that is 
becoming available to us is growing exponentially. With the growth of available data, our need to 
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understand it also increases. The Spandows offer a pioneering perspective on the aspects of profits, 
people, and the planet, as well as leveraging cutting‑edge artificial intelligence (AI) and business 
intelligence (BI) to provide data‑based insight to their customers and beneficiaries of their fam‑
ily philanthropy. As highlighted in the case, not all projects immediately achieve their intended 
impact targets. However, due to their long‑term perspective, the Spandows are enthusiastic that 
they will bear fruit, even for the next generations to come. Some of the key learnings and recom‑
mendations made by the Spandows are presented in Table 17.1.

4 Conclusion

The Spandow family embarked on a journey to redefine their philanthropic efforts, moving be‑
yond traditional charity to adopt a more holistic approach. They integrated environmental and 
social considerations into their business model alongside profitability, known as triple bottom 
line. Despite initial challenges, including resistance from managers, the Spandows successfully 
implemented this new approach throughout all of their portfolio companies, fostering a culture of 
social responsibility and innovation.

At Amesto NextBridge, the Spandows expanded their philanthropic activities into the realm 
of artificial intelligence (AI) and business intelligence (BI). Through projects like the collabora‑
tion with IFRC, Amesto NextBridge leveraged AI to automate the extraction of valuable insights 
from disaster response reports, enabling quicker and more informed decision‑making. This initia‑
tive not only improved operational efficiency within the IFRC but also had a positive impact on 

Table 17.1 A synopsis of key learnings and recommendations from the Amesto case

Key learnings and recommendations

1 It is seen as short‑sighted to measure and talk only about profits. In a competitive world for 
talent and innovation, staying ahead is crucial, and it is not getting any easier. By prioritizing 
the triple bottom line – considering social, environmental, and financial factors – businesses 
can stay relevant. The fact that Amesto can attract top talent and thrive where others struggle 
shows that they are on the right direction.

2 By understanding and improving the business value, you can identify opportunities to improve 
and operate more sustainably. Start by examining your existing services and products to 
see how they can be made more sustainable. A key aspect is to assess your approach to 
stakeholders, including the environmental factors. This approach can help to find better and 
more sustainable ways to do business while doing good.

3 In the realm of corporate social value, progress is best made in small steps. One step forward 
may sometimes feel like taking two steps back, but it is a gradual and worthwhile process. 
Although it can be tiring, there are always small actions that can make a difference. Everyone 
has the power to contribute a little bit to save the planet.

4 Whether an organization is for‑profit or non‑profit, embarking on an effective AI journey 
should start with identifying a specific need or challenge. Before delving into advanced AI 
techniques, it is important to grasp the basics. The quality of input data plays a pivotal role 
in achieving accurate AI results. Start with manageable goals to gauge the potential impact 
of AI. Remember that AI projects are ongoing endeavors; establish a stopping point based on 
either the effort invested or the performance of the model. AI evolves over time, emphasizing 
the significance of transparency and explainability in its applications. AI generates valuable 
insights, but they need to be validated. This is where the “expert human touch” comes in.
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the effectiveness of disaster relief efforts worldwide. In addition, Amesto NextBridge’s AI Lab 
aids startups tackling societal challenges and advancing UN SDGs, exemplified by projects like 
decoding honeybee dance patterns, mapping the Brazilian food system, and developing synthetic 
cancer data.

However, many of Amesto’s projects have yet to achieve their people and planet goals. The 
company takes prudent risks on them, and even if they, ultimately, do not succeed, it is part of the 
business’s DNA to keep looking for the next projects. It is an ongoing process, and the early years 
may not always be as successful as expected. The Spandows take a long‑term perspective, which 
gives the business the required flexibility to persevere and keep trying. While they acknowledge 
limitations in their capacity, their focus lies on areas where they possess the skills and expertise. 
Each business is empowered to determine where it can make effective contributions.

The Spandow family’s commitment to the triple bottom line and their innovative initiatives 
at Amesto demonstrate how business can be a force for positive change, driving social and envi‑
ronmental impact, and technological advancement. Through their novel approach to family phi‑
lanthropy and partnerships, they have made significant contributions to addressing some of the 
world’s most pressing challenges while simultaneously enhancing business performance and cre‑
ating value for multiple stakeholders.
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Notes
 1 https://hai.stanford.edu/sites/default/files/2020‑09/AI‑Definitions‑HAI.pdf.
 2 Reprinted with permission from Amesto NextBridge. Figure published originally at the company’s website: 

https://www.amestonextbridge.com/blog/anatomy‑of‑a‑project‑problem‑solving‑using‑nlp‑for‑the‑red‑ 
cross. Last accessed on 12.30.23.

 3 The project’s code is accessible at the IFRC Go public repository: https://github.com/IFRCGo/DREF‑NLP. 
Last accessed on 12.30.23.

 4 Note. Reprinted with permission from Amesto NextBridge. The quote originally published at the com‑
pany’s website: https://www.amestonextbridge.com/insights. Last accessed on 12.30.23.

 5 For more information visit: https://www.sas.com/da_dk/customers/beefutures.html.
 6 Trase is a not‑for‑profit initiative founded in 2015 by the Stockholm Environment Institute (SEI) and 

Global Canopy to bring transparency to deforestation and the agricultural commodity trade. For more 
information visit: https://trase.earth/about.

 7 For more information visit: https://www.sas.com/sv_se/customers/amesto‑nextbridge.html.
 8 https://www.cancer.gov/about‑cancer/understanding/statistics.
 9 https://www.who.int/data/stories/the‑true‑death‑toll‑of‑covid‑19‑estimating‑global‑excess‑mortality.
 10 For more information visit: https://communities.sas.com/t5/SAS‑Hackathon‑Team‑Profiles‑Past/A‑quest‑ 

to‑solve‑the‑mysteries‑of‑cancer‑with‑AI‑and‑synthetic/ta‑p/729989.
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DIGITAL STUNT PHILANTHROPY
Mechanisms, impact, and ethics of using social 

media influencing for the greater good

Monica Lea and Lucia Gomez

1 Introduction

As the world becomes increasingly interconnected through technology, the integration of Artificial 
Intelligence (AI)‑powered tools has emerged as a breakthrough force shaping the strategies and 
effectiveness of philanthropic endeavors (Henriksen & Richey, 2022). In the past years, traditional 
philanthropy has undergone a gradual transformation, and AI technology has started to be used for 
data‑driven decision‑making, to improve efficiency of internal operations, or to produce engag‑
ing and impactful communications. Social media platforms are especially powerful tools since 
they provide philanthropists and organizations with unparalleled opportunities to amplify their 
missions and mobilize support, largely due to their sophisticated AI‑powered recommendation 
systems.

In this chapter, we tackle the landscape of AI‑learning social media algorithms and how they 
can be utilized for philanthropic good. We explore the relationship between AI‑learning algo‑
rithms and the promotion of philanthropic content on social media platforms, including several 
dimensions that underlie audience engagement with social media content that align with philan‑
thropy‑like content.

To further understand the properties of online philanthropic content, we allude to the concept 
of Digital Stunt Philanthropy (DSP) (Lea, 2023), a framework that aims to better understand the 
phenomenon of philanthropy influencers utilizing AI‑powered social media platforms to develop 
philanthropic‑focused content backed by private sponsors and nonprofit partners. Although social 
media trends may be a fleeting spectacle, this chapter uses the DSP framework to understand the 
mechanisms that drive philanthropic social media content and how those are reacted to and en‑
hanced by AI‑driven algorithms that respond to and amplify content.

There is much we do not know about the impact of AI on philanthropy, including its influ‑
ence on social media platforms and their algorithmic learning. While DSP offers a new model 
for understanding social media‑based philanthropy, it is unclear whether philanthropy influencers 
are engaging people to become more active in charitable causes or whether they remain a means 
of raising awareness about nonprofits and their causes. Furthermore, tech companies like Google 
(which owns YouTube), TikTok, and Meta, keep many facets of their algorithms confidential, so we 
do not know exactly how AI systems promote (reward) or suppress (punish) philanthropy‑focused 
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content. As a result of this uncertainty, this chapter aims to shed light on how general philanthro‑
pists can benefit from utilizing AI‑driven platforms as a means to showcase the impact of their 
philanthropy and further raise awareness of their causes.

To this end, we address the current trends in social media surrounding the philanthropy‑based 
content of the popular YouTuber MrBeast on the social media video‑sharing website YouTube. 
First, we provide an overview of the role of online platforms and AI in promoting philan‑
thropy‑based content, followed by a more thorough summary of DSP as a developing theoretical 
perspective to understand more about the aspects of user engagement and AI learning that boost 
philanthropy‑centered content on social media platforms. Second, we examine the case study of 
YouTuber MrBeast and  the success of his YouTube platforms including the primary MrBeast 
channel and philanthropic‑centered YouTube channel, Beast Philanthropy. Through Natural Lan‑
guage Processing analysis of the content of these two channels, we discuss their comparative 
impact to assess what aspects beyond MrBeast’s influencer/celebrity status drive engagement with 
the philanthropy‑centric content. Third, we provide a discussion of the broader implications and 
ethical considerations at the heart of philanthropic‑centered content being used for social media 
content creation and entertainment. Finally, we offer some recommendations for philanthropists 
who wish to engage social media users in their philanthropic causes. We hope that readers of this 
chapter will gain valuable insights into the significance of AI‑driven social media algorithms in 
supporting philanthropy‑centered content online.

2 The role of online platforms and AI in boosting philanthropy

In recent years, the online presence of philanthropy has continuously increased, revolutionizing 
the way individuals engage in charitable causes and organizations communicate about their initia‑
tives (Taylor et al., 2012). In contrast with traditional channels for philanthropy such as personal 
connections, events, or non‑web‑based mass appeals to action, the dawn of the digital age has al‑
lowed online platforms to become powerful catalysts for social change, offering an unprecedented 
scale of impact from local stakeholders to a global audience.

Among other digital platforms used to showcase philanthropic causes, social media stands out 
as a major driver of the democratization of philanthropy (Soder, 2009). Specifically, social media’s 
ability to connect people globally and in real time allows users to see other users as voices for 
philanthropy. Social media has thus become a fertile ground for grassroots movements and spon‑
taneous acts of generosity, in part, due to AI‑driven algorithms’ ability to connect users who share 
similar interests (Zhou et al., 2012).

The diversity and quantity of social media platforms continue to flourish, demonstrating a 
transformative change in societies and communication patterns, including TikTok, Instagram, 
Facebook, LinkedIn, WhatsApp, and X/Twitter. Among these sites, YouTube occupies a unique 
position as the second most used social media app globally after Facebook and serves as one of the 
largest video‑sharing platforms for users to share video content (Statista, 2024). YouTube experi‑
enced a meteoric growth in its onset activity (from 30,000 daily views in May 2005 to 25,000,000 
daily views in January 2006), and the website’s acquisition by Google in October 2006 was a 
“game changer” in the social media landscape. This is, in part, due to their significant strategic 
incorporation of AI‑based technology for video recommendation and curation (Covington et al., 
2016).

At the core of YouTube’s AI recommendation system lies a vast database of videos along with 
associated metadata that describes them (description, tags, etc.) as well as the users that interact 
with them (engagement metrics, demographics, etc.). With thousands of hours of content being 



Digital Stunt Philanthropy

289

uploaded by users every day, this rich data repository serves as the foundation for the two funda‑
mental algorithmic components that are essential to delivering the high‑value and user‑tailored 
content that YouTube audiences experience: candidate generation and ranking networks (see 
Figure 18.1).

The YouTube AI recommendation system begins with candidate generation, where the algo‑
rithm meticulously sifts through the extensive database and compares the user’s historical activity 
with that of users with similar interests and viewing behavior to identify a curated selection of 
candidate videos that are likely to match a given user’s preferences. Next, the ranking networks 
aspect of the YouTube AI system comes into play to further refine and prioritize this initial selec‑
tion. This is done by evaluating the performance and appeal potential of each candidate’s video 
based on users’ behavioral metrics such as watch time, likes, comments, shares, or click‑through 
rates. This evaluation results in behaviorally informed video ranking, placing those with higher 
scores at the top of the list for recommendation to a given user.

Together, the candidate generation and ranking networks algorithms measure overall content 
performance and engagement by examining users’ interaction with videos and, indirectly, provide 
a proxy measure of content quality. Through this procedure, the YouTube AI system aims to iden‑
tify and recommend specific videos that match each user’s preferences and characteristics, and 
that have demonstrated a high level of overall user satisfaction and interaction with the broader 
YouTube community. As a result, recommendations are not only personalized (two different users 
might thus be recommended with very different content) but also reflect the most engaging and 
impactful content available on the platform for each user behavioral type.

As discussed, AI algorithms used by YouTube do not analyze video content directly but rather 
rely on users’ interactions with metadata‑tagged content. Consistently, the YouTube creators plat‑
form states: “Our algorithm doesn’t pay attention to videos, it pays attention to viewers. So, rather 
than trying to make videos that’ll make an algorithm happy, focus on making videos that make 
your viewers happy” (YouTube, 2024). For instance, while the visual appeal of a video thumbnail 
may significantly impact viewer engagement and subsequently influence performance, YouTube 
AI learns from temporal human behavior rather than directly analyzing the thumbnails themselves. 
This distinction is fundamental to understanding that the foundation of YouTube’s AI recommen‑
dation system is rooted in human behavior, and therefore built on the premise that user engage‑
ment is an indicator of the social relevance and quality of content (Airoldi et al., 2016; Bendersky 
et al., 2014; Cheng et al., 2008; Davidson et al., 2010).

However, this reliance on human behavior as the primary determinant of content recommenda‑
tions also introduces the potential for biases to emerge within the AI system. These often manifest 
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Figure 18.1 Schematic depicting the process of video selection for recommendation.
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as systematic patterns observed in mass consumption habits, where certain types of content are 
disproportionately favored or promoted based on prevailing trends and virality. This way, videos 
featuring sensationalist or clickbait‑style content may garner higher levels of engagement due to 
their ability to pique curiosity or provoke strong emotional reactions, leading the algorithm to 
prioritize similar content in recommendations. Ultimately, content creators who adhere to suc‑
cessful trends and cater to dominant demographics in their content creation may enjoy greater 
visibility and success on the platform, perpetuating existing biases and limiting the diversity of 
recommended content.

The aforementioned propensity for content to generate high levels of engagement through elic‑
iting an emotional reaction in viewers holds particular relevance in the context of philanthropic 
content. Philanthropic activities’ content, which typically addresses pressing social and/or envi‑
ronmental challenges, has a high potential to resonate deeply with viewers and to captivate and 
mobilize audiences. In this context and considering the continued rise of social media use globally, 
we explore the proven correlates of attractive content, with a particular focus on how they char‑
acterize philanthropic content popularity. Although many of these dimensions are related to the 
content itself, such as richness, originality, and length (Figueiredo et al., 2014; Sabate et al., 2014), 
or to the behavior of the content creator, such as posting frequency (Salazar, 2017) or collaborative 
posting (Koch et al., 2018), we pay particular attention to content characteristics related to audi‑
ence engagement as a means to identify the key factors that turn philanthropic content engaging 
(see Figure 18.2).

2.1 Emotional engagement

Emotional engagement has been repeatedly identified as a strong correlate of attractiveness in 
YouTube content (Tellis et al., 2020). Additionally, Waters and Jones (2011) found that the success 
of YouTube videos of philanthropic organizations was strengthened by their emotional engage‑
ment component. The showcase of highly emotive scenes and/or stories and the sentiment expe‑
rienced by the viewer were reported to be the primary drivers of video sharing and, thus, virality 
(Nelson‑Field et al., 2013). In addition, content with a positive valence of high arousal has been 
found to be the most successful (Berger & Milkman, 2012; Schreiner et al., 2021). This is not new 
to philanthropy, which strategically appeals to positive emotions for their strategic video commu‑
nication (Landen, 2005).

Emotional
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Figure 18.2  Figure summarizing seven dimensions underlying audience engagement with social media con‑
tent that aligns with philanthropy‑like content.
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2.2 Social validation

Social validation is a two‑way phenomenon that contributes to the popularity of content (Guad‑
agno et al., 2013). On the one hand, videos that receive the most likes and shares are signaled as 
socially validated and thus promoted through AI recommendation (Jessen & Jørgensen, 2011). On 
the other hand, social media consumers tend to gravitate toward content that highlights socially 
valued traits such as empathy or compassion, which are omnipresent in philanthropy‑related con‑
tent. Overall, social validation mechanisms operate similarly in online and offline contexts (Bond 
et al., 2012), and content creators capitalize on this mechanism by which “for good” causes gain 
approval and connect with viewers willing to identify with them.

2.3 Relationship building

Long recognized by philanthropists through call‑to‑action purposed campaigns, relationship build‑
ing‑based marketing also predicts YouTube audience engagement and retention (Jarboe, 2009). 
Indeed, YouTube and other social media platforms offer the opportunity to create a sense of com‑
munity and exchange among users beyond punctual content, which strongly aligns with long‑term 
audience growth and engagement (Brown et al., 2007; Feroz Khan & Vong, 2014). In addition, the 
formation of parasocial relationships between content creators and audiences is a phenomenon that 
enhances long‑term user engagement, as the viewer progressively perceives the creator as a friend 
(Lim et al., 2020). Similarly, philanthropic organizations and supporters often build long‑term 
meaningful relationships that could also be cultivated through social media by fostering familiar‑
ity and connection. Thus, the development of social media‑fueled relationships through content 
and mission sharing, as well as digital exchange, can provide benefits for philanthropic branding.

2.4 Identification through vision and value alignment

Research analyzing YouTube videos produced by nonprofit organizations reveals that the most 
popular content tends to focus on articulating a clear philanthropic purpose, vision, and align‑
ment with core values (Waters & Jones, 2011). Notably, when the shared vision and values of 
the organization resonate with those of its audience, it fosters a sense of identity and connection, 
increasing the likelihood that viewers will share the content and subsequently receive algorithmic 
recommendations (Taylor et al., 2012). This evidence underscores the importance of crafting con‑
tent that effectively communicates both the organization’s vision and values, as this type of content 
also establishes a meaningful connection with the audience, ultimately driving engagement and 
extending the reach of philanthropic initiatives.

2.5 Authenticity and trustworthiness

Conveying authenticity and trust is and has been historically of clear importance for philanthro‑
pists to engage donors in their missions (Konstantinou & Jones, 2022; Martin, 1994), a strategy 
supported by the Social Credibility Theory (Hovland et al., 1953). Moreover, the degree of influ‑
ence of a message is generally based on the believability of the source (Kok Wei & Li, 2013), 
which is also correlated with the transparency of the message (Auger, 2014). In support of this, 
evidence shows that philanthropic videos showcasing exemplary programs and services from or‑
ganizations are more popular on YouTube (Waters & Jones, 2011). Content creators who promote 
transparent content increase their credibility and build stronger and longer‑term engagement under 
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loyalty branding, partially through the formation of parasocial relationships (Chapple & Cownie, 
2017). Credibility and trust are also modulated by social reaction to content, and thus, this dimen‑
sion is highly related to the social validation described above, which ultimately also shapes AI 
recommendation (Jessen & Jørgensen, 2011).

2.6 Long‑term value and sustainability

Channels that have a history of constant value creation through high‑quality regular publishing 
are more likely to succeed with AI‑based recommendations, as well as being “secure recommen‑
dations.” Philanthropic organizations established to sustain long‑term missions are candidates to 
benefit from this competitive advantage. In this line, past research analyzing user engagement with 
the content of nonprofits’ Facebook pages has shown that those profiles with a longer past history 
of value creation through user engagement are significantly more likely to succeed in terms of 
audience responsiveness for future publications (Carboni & Maxwell, 2015).

2.7 Inspirational content

Inspirational content thrives on YouTube. It taps into deep‑seated human needs by offering hope, 
optimism, and belief in a better future while at the same time fostering a sense of growth, shared 
purpose, and belonging. Philanthropic missions, by nature, promote actions for the common good 
and awakening engagement. Indeed, inspirational content has been found to be present in most 
popular videos released by philanthropic organizations (Waters & Jones, 2011), and the use of 
inspirational content has also been shown to be a powerful driver of charitable behavior (Zhao 
et al., 2023).

In essence, the use of digital content via platforms such as YouTube represents a potent strategy 
for philanthropic organizations to cultivate connections with their audiences. By creating genuine 
and credible videos that highlight their mission, values, and impactful initiatives, these organiza‑
tions can effectively captivate donors and foster unwavering loyalty. Furthermore, by maintaining 
a consistent stream of high‑caliber content over time, philanthropic entities can forge a reputable 
image and earn the trust of their viewers. Overall, integrating inspirational narratives and inclusive 
messaging serves to deepen the emotional bond and foster a collective sense of purpose between 
the audience and the philanthropic entity. Utilizing social media platforms like YouTube offers 
philanthropic organizations a distinct avenue to extend their reach and engage a broader demo‑
graphic. By leveraging the persuasive force of storytelling, emotional resonance, and inclusive 
communication, philanthropic entities can motivate viewers to actively support their endeavors. 
Through strategic deployment of digital content and leveraging the functionalities of social media 
platforms, philanthropic organizations can proficiently convey their mission, galvanize action, and 
cultivate enduring partnerships with their audience.

While the use of digital content and social media publishing and interaction proves beneficial in 
many cases, past surveys on nonprofits’ usage of online platforms show that up to 74% of organi‑
zations use social media for one‑way1 communication instead of two‑way2 engaging exchanges 
(Carboni & Maxwell, 2015). Factors such as the lack of human power to keep a constant flow of 
communication may hinder the power of online relationship building for philanthropy. However, 
one‑way communication can also lead to successful connection with nonprofit actions, through the 
creation of entertaining and engaging content. Through this lens, DSP appears as a novel manner 
to attract audiences to emotion‑eliciting causes that are ultimately rewarded by social media AI 
algorithms.



Digital Stunt Philanthropy

293

3 Digital stunt philanthropy

There have been several successful initiatives, including the widely publicized 2014 ALS (amyo‑
trophic lateral sclerosis) Ice Bucket Challenge, which transformed and upscaled social engagement 
with charitable causes, and numerous other endeavors have followed (Pressgrove et al., 2018). In 
this trend, individuals who participated in the challenge recorded short videos of participants hav‑
ing a bucket of icy water poured over their heads. These clips were then shared across various 
social media platforms, with participants encouraging others to both replicate the challenge and 
contribute to the ALS Association. Overall, the campaign raised an estimated $115 million for 
ALS‑related research in 2014 and over 17 million people participated in the Ice Bucket Challenge. 
What aspects of the ALS Ice Bucket Challenge captured the attention of social media users to 
share, replicate, and, perhaps most importantly, donate? Pressgrove et al. (2018) found that content 
that promoted an arousal of positive emotions, including admiration, awe, and humor, was more 
frequent than negative emotive content. Consequently, philanthropic‑focused algorithmically en‑
gaging content should promote positive sentiments in viewers as social media users’ preferences 
lean toward positive philanthropic content.

3.1 What is digital stunt philanthropy?

DSP provides a framework for better understanding the relationship between AI‑driven social 
media platforms and the promotion of philanthropic‑focused content. The phrase “stunt philan‑
thropy” is relatively new to the cultural zeitgeist (Khan, 2023), and research on the impact of stunt 
philanthropy is completely absent from academic literature despite its growing popularity. For 
the purposes of this chapter, DSP can be defined as an online content creator in partnership with a 
private sector sponsor, who engages an individual, group of people, or charitable organization in 
the giving of money, material goods, and/or services in an entertainment setting that is documented 
and uploaded online for the exposure and engagement with viewers.

There are several components of DSP, including: (1) the focus of the content is reliant on a form 
of charitable giving; (2) the philanthropic content is shared publicly to entertain in part; (3) there 
is space and encouragement for audience engagement; (4) there is a call to action to the audience 
within the content to raise awareness or also participate in philanthropic giving; (5) the content is 
deemed algorithm‑friendly and will be supported by the online platform to which it is uploaded; 
and (6) the content presented is deemed sponsor‑friendly by private partners who provide financial 
support to the content creator, either through direct partnerships or through platform‑facilitated 
support. The following paragraphs provide a more in‑depth examination of these features along 
with Table 18.1, which provides a summary of these facets of DSP and their associated definitions.

While the focus on philanthropic giving is largely self‑explanatory, it deserves some attention 
in how this form of giving looks like directly online. The philanthropic activity of DSP posted on‑
line can range from donating a large sum of money to an organization to simply giving a person in 
need a few dollars, food, or some other charitable good or service. What makes stunt philanthropy 
unique from other forms of charity is its direct relationship to performance or “the stunt.” Stunts 
have become a standard part of the social media landscape. An online stunt refers to a planned, 
attention‑grabbing action or event conducted primarily through social media, with the intention 
of garnering widespread attention, engagement, or viral spread online. Online stunts are often 
designed to be unconventional, surprising, or provocative in nature, in order to capture the interest 
and imagination of internet users, generate buzz, and increase visibility for a brand, individual, or 
cause. Online stunts are often crafted with the intention of spreading rapidly across social media 
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platforms and online communities, leveraging the power of sharing, retweeting, and reposting to 
reach a wide audience in order to achieve goals of virality.

The “ice bucket challenge” was a pre‑existing online trend in which participants filmed them‑
selves dumping ice water over their heads and nominated others to do the same; however, it was 
only after the challenge reached ALS patient and former Boston College baseball captain Pete 
Frates and his network that the challenge evolved toward donations to ALS research (Wicks, 
2014). In addition to leveraging engaging content for audiences to learn about charitable causes, 
these stunts also provide entertainment for social media users. Online stunts can take various 
forms, including elaborate pranks, publicity stunts, social media challenges, flash mobs, interac‑
tive campaigns, or other forms of digital spectacle. When executed effectively, online stunts can 
generate significant visibility for charitable causes and contribute to the broader conversation both 
online and offline.

3.2 Stunt, celebrity influencer, and use of spectacle online

Social media content creators, also referred to as influencers when they achieve an impactful sta‑
tus or follower count on an online platform, have begun to use this influence to raise awareness 
and engage in various forms of social media‑driven charitable activities. Social media content 
featuring popular influencers or celebrities tends to have a greater potential to trend or go viral, 
and there have been documented cases and studies exploring this phenomenon in connection with 
philanthropy and activist causes (Bennett, 2014). Due to their ability to influence fans and culture, 
celebrity philanthropy has emerged as its own subfield of philanthropic study (Hassid & Jeffreys, 
2015). However, research has found that celebrity‑based philanthropy, while engaging, poses 
its own unique set of challenges for nonprofit organizations and their celebrity status advocates 

Table 18.1 Key components of digital stunt philanthropy

Facet Definition

Charitable giving The act of voluntarily giving money, goods, or services to those in need or to an 
NGO/nonprofit organization that serves the public good.

Public‑facing 
entertainment

The content is created to be engaging, to consume and provide enjoyment, pleasure, 
or amusement to the viewing audience. 

Audience 
engagement

The interactions, reactions, and participation of users with digital content or 
platforms. It encompasses various activities and metrics that indicate how actively 
involved and interested an audience is with online content.

Call to action A prompt or directive designed to encourage an immediate response or specific 
action from the audience.

E.g., donating, sharing, subscribing, liking, commenting.
Algorithm‑friendly The content is designed, structured, or formatted in a way that facilitates its 

recognition, interpretation, and processing by algorithms effectively and 
efficiently.

Sponsor‑friendly The content is suitable or attractive for sponsorship by businesses, organizations, 
or individuals. In the context of events, content creation, or projects, being 
sponsor‑friendly means that the activity or initiative offers opportunities for 
sponsors to align their brand, products, or services with the target audience and 
goals of the endeavor.
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(Jeffreys & Allatson, 2015). Others argue that instead of mobilizing audiences, celebrity‑endorsed 
philanthropic efforts encourage fans to be passive donators and product consumers rather than ac‑
tive participants in the collective efforts at the heart of philanthropy (Kapoor, 2012). Social media 
influencers, like MrBeast, while celebrity‑like in their status and attention from followers, utilize 
their platforms in a unique way that is specifically catered to social media platforms and audience 
engagement. Therefore, it is necessary to analyze what aspects of this phenomenon may be benefi‑
cial to current and future philanthropists who aspire to effectively engage in philanthropy‑focused 
social media initiatives.

3.3 Audience engagement on social media

One aspect of social media platforms compared to traditional media is the space for content crea‑
tors and audience engagement through the use of public comment sections and the ability to share 
videos and posts publicly and privately with others. With the ability for viewers to engage, the 
stunt for the audience becomes even more significant for the content creator as they receive di‑
rect audience feedback and engagement. Measurements for social media engagement developed 
by AI‑driven algorithms involve a number of activities and metrics that indicate how actively 
involved and interested an audience is with online content. Some common forms of audience 
engagement online include:

• Likes, shares, and comments: Users react to content by expressing their opinions, sharing it 
with others, or engaging in discussions in the comment section;

• Click‑through rates (CTR): The percentage of users who click on a link or call to action 
within content, indicating their interest and engagement;

• Time spent on page: The duration users spend consuming content on a webpage, indicating 
their level of engagement and interest;

• Social media interactions: Interactions such as retweets, mentions, direct messages, and fol‑
lows on social media platforms that indicate engagement with content or profiles.

Overall, online audience engagement is crucial for content creators and organizations as it indi‑
cates the desirability of their content to the algorithm and helps to further promote and interact 
with online communities. It is important for stunt philanthropy to be engaging and provide some 
entertainment value to social media users. In addition to engaging the audience, content creators 
can also include a call to action within their content to bolster their own charitable giving and/or 
to increase awareness of a specific issue depicted in the video.

The last two features of stunt philanthropy are necessary for it to thrive in today’s digital age, 
where content is seen as algorithm‑friendly and sponsor‑friendly. These are two separate concepts, 
but both must be successfully navigated for content to thrive and remain relevant in the current 
digital space. As O’Brien (2022) outlines in plain terms, “algorithms are used on social media to 
sort content in a user’s feed. With so much content available, it’s a way for social networks to prior‑
itize content they think a user will like based on a number of factors” (para. 9). Algorithm‑friendly 
content is designed to be effectively and efficiently recognized and processed by algorithms, tak‑
ing into account aspects that inform AI learning on social media websites. On YouTube, specifi‑
cally, these factors can include the frequency with which a content creator posts, the length of the 
video posted, and the appeal of a thumbnail (the image that previews a YouTube video), which 
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encourages users to click on a video and boost CTR. Other examples of algorithm‑friendly optimi‑
zation determinants for DSP include:

• Search engine optimization (SEO): Algorithm‑friendly content is crafted with keywords, 
metadata, and formatting that search engine algorithms favor, making it more likely to rank 
higher in search engine results pages (SERPs);

• Social media: Algorithm‑friendly posts or content is tailored to meet the criteria set by social 
media algorithms for visibility and engagement, such as using relevant hashtags, posting at 
optimal times, or generating high levels of interaction;

• Machine learning: Algorithm‑friendly data sets and features are prepared and pre‑processed to 
enhance the performance of machine learning models, ensuring that algorithms can effectively 
learn patterns and make accurate predictions;

As a result, algorithm‑friendly content is digital content that maximizes platform criteria; how‑
ever, remaining algorithm‑friendly remains a moving goal post for individual creators and organi‑
zations, who must constantly reevaluate strategies as the metrics measured by algorithms and AI 
learning also drive change.

Sponsor‑friendly content is similar to algorithm‑friendly content in that creators must also keep 
in mind how their content is being perceived by the algorithm for access to monetization and by 
private companies that may become sponsors of users’ content. For social media platforms, be‑
ing sponsor‑friendly means that the activity or initiative offers opportunities for private company 
sponsors to align their brand with a creator’s audience. Platforms like YouTube provide creators 
with the opportunity to monetize content through the process of AdSense, where advertisers al‑
low ads for their brands to be displayed before, after, or during a YouTube video. This AdSense is 
then turned into income for content creators, with higher AdSense being generated by videos with 
higher views and watch times. In order to be deemed sponsor‑friendly through the use of AdSense, 
content creators must be algorithm‑friendly by default to even be considered. Furthermore, private 
companies will also seek out content creators (and vice versa) to provide sponsors for the direct 
content of the video. This results in the creator providing an ad that is read directly into the video 
for the audience to demonstrate their support and alignment with a particular brand. It is this rela‑
tionship between AI‑driven algorithms on social media platforms, digital monetization by private 
entities, and content creators with ever‑growing spheres of influence on platforms that is driving 
the existing phenomenon of DSP.

4 The case of MrBeast and Beast Philanthropy

4.1 Background

Perhaps no one remains more influential to this DSP phenomenon and trend in content crea‑
tion than Jimmy Donaldson, better known as YouTube influencer and social media personal‑
ity MrBeast, who has become the leading creator in this genre and is one of the most popular 
content creators on the platform with over 237 million subscribers as of February 2024 (Mr‑
Beast, n.d.). He holds many titles including YouTuber, philanthropist, entrepreneur, and content 
creator. He has gained widespread fame for his attention‑grabbing stunt videos, which often 
involve large‑scale challenges, acts of kindness, or entertaining experiments. MrBeast has be‑
come widely known for his attention‑grabbing videos on his multiple YouTube channels that 
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share his moniker, including MrBeast and Beast Philanthropy, where his content often focuses 
on large‑scale stunts, challenges, and philanthropic efforts. MrBeast has created several online 
philanthropic initiatives, including #TeamTrees, #TeamSeas, and a YouTube channel dedicated 
to his 501(c)3 nonprofit organization Beast Philanthropy (Beast Philanthropy, n.d.; TeamSeas, 
n.d.; TeamTrees, n.d.).

Created in September 2020, the YouTube channel Beast Philanthropy serves as a branch of 
MrBeast’s content, where he engages in various acts of charity and philanthropy on an extravagant 
scale that encapsulate the spirit of DSP. As stated on the About page, “100% of the profits from 
my ad revenue, merch sales, and sponsorships will go towards making the world a better place!” 
(Beast Philanthropy, n.d.). By creating effective sponsor‑friendly content, MrBeast utilizes col‑
laborations with private corporate sponsors to provide financial backing for the acts of charitable 
giving shared on the Beast Philanthropy channel. Currently, Donaldson represents an apex in the 
larger history of charitable online content. MrBeast’s philanthropic efforts are indisputably linked 
and driven by algorithmic success. As Donaldson states himself, “In our case, we reinvest it all. So 
year over year, whatever we make, we just spend it on videos and the next year is higher. And I just 
keep doing it and I just pray it keeps working” (Kennedy, 2021, para, 22). However, how Donald‑
son was able to acquire popularity and support from sponsors to provide significant contributions 
for philanthropic‑centered digital content is important to answer, especially for those unacquainted 
with social media platforms.

In 2019, MrBeast and YouTuber Mark Rober launched #TeamTrees, a collaborative stunt phi‑
lanthropy effort in partnership with the Arbor Day Foundation to raise funds to plant trees around 
the world (#TeamTrees, n.d.). The challenge was to raise $20 million to plant 20 million trees. 
With widespread support from other popular YouTube creators, celebrities, and various online 
communities, the initiative exceeded expectations, raising over $24 million and garnering over 
100,000,000 views for their first video.3 MrBeast himself made a substantial donation to kick‑start 
the initiative, contributing $100,000 of his own money. He then launched a series of videos on 
his YouTube channel, where he collaborated with other creators and undertook various challenges 
and fundraising activities to raise additional funds for #TeamTrees. #TeamTrees partnered with 
the Arbor Day Foundation, the world’s largest membership‑based nonprofit dedicated to planting 
trees with over 50 years of experience (Arbor Day Foundation, n.d.). The success of this initiative 
was facilitated, in part, by direct donation mechanisms available to social media users to respond 
to the call to action to match a dollar for a tree. The campaign gained significant traction on social 
media platforms, with supporters using the hashtag #TeamTrees to share the initiative and encour‑
age others to contribute. Contributions made through TeamTrees.org or the YouTube donation 
button were given to the Arbor Day Foundation to support #TeamTrees’ tree‑planting efforts. 
#TeamTrees exemplifies how digital platforms can be leveraged to make a significant impact on 
global issues.

Following the success of #TeamTrees, MrBeast and Mark Rober launched #TeamSeas as a 
charitable initiative aimed at trash removal with the goal of removing 30 million pounds of plastic 
and trash from oceans, rivers, and beaches by the end of 2022. Similar to #TeamTrees, MrBeast 
leveraged both his network of popular peers and his social media audience in partnership with 
two nonprofit organizations, Ocean Conservancy and The Ocean Cleanup, to remove one pound 
of trash for every dollar donated. The hashtag #TeamSeas was used across various social media 
platforms to track and promote the initiative and encourage further sharing in line with the call to 
action put to viewers. Like #TeamTrees, #TeamSeas demonstrates the power of online communi‑
ties and social media influencers to mobilize support for important environmental causes.

http://TeamTrees.org
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4.2 Methods

To understand the content that characterizes the MrBeast and Beast Philanthropy YouTube chan‑
nels and to decipher their specific and differentiated offerings, we applied an AI‑based analytical 
pipeline. Specifically, we used the YouTube Data v3 API to gather all of their video descriptions 
and titles (n = 777 for MrBeast and n = 39 for Beast Philanthropy videos, up to February 20, 2024). 
We also collected video statistics to report on video history and performance per channel. We used 
the open source BGE‑M3 large language model (LLM) (Chen et al., 2024) for text embedding 
via the python implementation of FlagEmbedding, followed by UMAP dimensionality reduction 
(McInnes et al., 2020) in 2D to visualize the similarity space of the analyzed videos. This UMAP 
network‑based reduction was then used for video clustering with the Leiden optimization algo‑
rithm (see Figure 18.3). Finally, to make the LLM+UMAP output explainable, we deconstructed 
and mapped the word weights (Term Frequency – Inverse Document Frequency; TF‑IDF) (Sparck 
Jones, 1972) per video description and calculated their log‑fold change count per cluster (see 
Figure 18.4).

Comparing the MrBeast and Beast Philanthropy YouTube channels, our analysis provides fur‑
ther insight into popular philanthropy‑related content. While both the MrBeast and Beast Phi‑
lanthropy YouTube channels share a commitment to philanthropy, they differ in their approach, 
content focus, and audience engagement strategies. MrBeast’s main channel offers a diverse range 
of content, including philanthropy, entertainment, and challenges, while Beast Philanthropy is 
solely dedicated to showcasing charitable activities and making a positive impact on society. Fig‑
ure 18.3 provides a visual of this cluster analysis. The results indicated that MrBeast and Beast 
Philanthropy videos are largely different, as shown by the little overlap in the NLP coordinate 
space (UMAP), with only a subset of their content being similar, grouped in cluster 3 (gray‑shaded 
area, Figure 18.3). The NLP subspace including videos from the two analyzed groups of videos 
(circles cluster) has a well‑balanced proportion of content from the two channels (44 videos for 
MrBeast and 38 for Beast Philanthropy). Conversely, videos from Beast Philanthropy were absent 
in other clusters, those that were characterized by MrBeast‑specific content. This NLP scenario is, 
thus, suitable for contrasting the content of the entertainment‑centered MrBeast videos with the 
philanthropy‑centered Beast Philanthropy content (see Figure 18.4).
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Figure 18.3  Natural Language Processing indicates that little overlap exists between MrBeast and Beast 
Philanthropy YouTube channels’ content.
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Differential content - Philanthropy vs Enternainment
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Figure 18.4  Top differential content keywords reveal a common philanthropy content and a differing use of 
entertainment and marketing.

As argued previously, when analytically comparing the content focus of each channel, we here 
further reveal that the MrBeast channel includes a variety of content highly entertaining as well 
including philanthropy. Instead, the Beast Philanthropy channel focuses predominantly on philan-
thropic activities.

We discovered that cluster 3 (purple in Figure 18.3; top row in Figure 18.4) videos’ content 
largely differed from the content of videos populating other clusters (all other colors in Fig-
ure 18.3, bottom row in Figure 18.4). Specifically, we found that cluster 3 videos’ content is very 
philanthropy centered and characterized by differential words such as “philanthropy,” “MrChar-
ity,” or “non profit.” In contrast, content from other clusters is differential by either their marketing 
and commercial messages (keywords such as “merch” or “store”) or the stunt component of enter-
tainment (keywords such as “enjoy” or “epic”). These observations indicate that while MrBeast’s 
content is diverse and combines the three key ingredients of philanthropy, entertainment, and 
commercial orientation, Beast Philanthropy primarily utilizes only the first of those.

With access to this widespread dissemination, YouTube channels such as MrBeast and Beast 
Philanthropy enjoy an expansive viewership base, often numbering in the millions. This exten-
sive reach facilitates the dissemination of philanthropic content to diverse and geographically 
dispersed audiences, thereby enhancing the potential for influence and impact.

Finally, we evaluated the general performance of both channels, showing in Figure 18.5 the 
main statistics per video: publication date, number of views, number of likes, and number of com-
ments. In addition to the content, these two channels differ in one main parameter: their lifetime. 
It is worth noting that the MrBeast channel is much older and holds much more content than Beast 
Philanthropy, which in itself is a competitive advantage for both audience engagement and AI 
recommendation. Other reported metrics are not different between the channels, suggesting that 
these two channels generate similar community engagement in terms of consumption (n views), 
user satisfaction (n likes), and interaction (n comments).

To be successful on digital platforms, creators must tailor their content to the preferences of the 
digital platform they are posting to. This can include creating eye‑catching thumbnails, engaging 
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in trending topics, and family‑friendly branding strategies, to increase viewers’ click rate and 
the probability of sponsorship. MrBeast has largely perfected this practice, as demonstrated by 
his high viewership. There are several elements to MrBeast’s content creation that allow him to 
achieve consistent virality, in contrast to the more fleeting virality of specific trends. First, MrBeast 
invests a significant amount of capital and time in the production of his videos, including mil‑
lions of dollars and multi‑shoot days scheduled per video.4 Although his videos are approximately 
10–20 minutes long, the amount of production value placed in each video increases its overall 
entertainment value. Second, Donaldson does not work alone. Instead, he is the head of a company 
and a team of people who help him produce his videos and the MrBeast brand (Cacich, 2021). 
Having a team dedicated to producing viral content is an advantage not all content creators or 
philanthropic organizations have to maximize production and ultimately profit. It is therefore the 
partnership of content creators, nonprofit partners, and private company sponsors that produces 
the greatest success.

Looking directly at the role of algorithm‑friendly strategies, MrBeast credits several things 
for maximizing the metrics that the algorithm currently favors for the benefit of his videos. One 
metric is the value YouTube places on the video CTR and viewer retention once the video is 
clicked. Videos with high CTRs and high viewer retention are promoted higher in the algorithm. 
In addition to a fast‑paced editing style, to keep audience members engaged, MrBeast provides a 
small glimpse of the final product the video focuses on to entice viewers to watch the entire video.5 
Lastly, MrBeast has a specific strategy that involves optimizing the thumbnails of his YouTube 
videos (Perelli, 2021). This typically includes a photoshopped image of Donaldson himself to help 
cue to the viewer that this is a MrBeast video, along with a stylized image of the video’s topic. The 
backgrounds are minimal in order to enhance the colorful photoshopped images in the forefront of 
the thumbnail. Donaldson is clear that these thumbnails do not fall into the category of “clickbait” 
thumbnails, where creators intentionally promise something in the thumbnail that the viewer will 
not see in the actual video. Instead, he lures viewers in with his grand stunts and then delivers them 
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in the video. It is some of these characteristics that have made MrBeast algorithmically popular 
and continue to bolster his success.

Due to the significant number of views of stunt philanthropy content, corporations are enticed 
to sponsor videos in order to gain access to this mass market share of millions of viewers as well 
as gain a positive reputation among video viewers. As Miller and Hogg (2023) discuss this aspect 
of the MrBeast case study,

in what has proven to be a virtuous circle, these large prizes and giveaways attract increas‑
ingly larger audiences, creating even more extreme amounts of revenue to give away in 
subsequent videos, which in turn creates even larger audiences and thus more revenue.

In this way, the DSP cycle can continue to prosper and grow.

5 Impact

Characterized by attention‑grabbing online initiatives to promote philanthropic causes, DSP has 
had a significant impact on the success of charitable endeavors in several ways. By leveraging 
social media platforms’ AI‑learning algorithms and recommendations, DSP harnesses the power 
of social media to showcase philanthropic activities, effectively reaching a wider audience and 
increasing visibility for charitable causes. By sharing compelling content and engaging stories, 
philanthropists can effectively communicate their mission and impact to a global audience. By in‑
corporating elements of entertainment into philanthropic initiatives, creators are able to help attract 
and engage a larger audience. By making philanthropic content entertaining and engaging, DSP can 
increase its reach and effectiveness in raising awareness and driving action for charitable causes.

There are medium‑specific benefits to using AI for promotion, engagement, and monetiza‑
tion. AI technology can be harnessed to promote philanthropic content to the right audience, 
maximizing its impact and reach. Digital platforms offer opportunities for monetization through 
advertisements, sponsorships, and partnerships, allowing philanthropists to generate revenue to 
support their causes (Kopf, 2020). AI algorithms can identify and promote philanthropic content 
that resonates with audiences, ensuring continued engagement and support for charitable causes 
(Pressgrove et al., 2016). Online platforms democratize access to information and opportunities, 
allowing individuals from diverse backgrounds to participate in and contribute to charitable causes 
virtually (Song et al., 2015).

When philanthropists use digital platforms to showcase their actions and impact, they can in‑
spire others to get involved, creating a snowball effect of support. Based on the significant view‑
ership of MrBeast’s philanthropic videos, philanthropic social media content has the potential to 
motivate and inspire audience members to become philanthropists themselves. As stated in the 
About section of Beast Philanthropy’s website, “MrBeast is ready to inspire the next generation 
of philanthropists.”6 By showcasing the impact of charitable giving and the joy of giving back, 
DSP initiatives can expand the philanthropic sector and encourage more people to contribute to 
positive social change.

6 Ethical issues and implications

While DSP has the potential to create a positive change within the philanthropic sector, there are 
several ethical issues to consider. As there is a notable power imbalance between philanthropists, 
who have the resources and platform to initiate large‑scale campaigns, and the beneficiaries or 
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communities they aim to support, there is a need to consider the influence of power dynamics, the 
role of private actors shaping the public good, and accountability (Capone, 2023). There is a risk 
of beneficiaries being exploited for online content without their full consent to the implications of 
their participation. This raises questions about the ethics of using beneficiaries’ stories and strug‑
gles for entertainment or promotional purposes. It is, therefore, essential for creators and nonprofit 
partners to be transparent in order to promote trust and informed consent.

This imbalance can further influence the dynamics of decision‑making, representation, and 
impact. While online spaces are theoretically democratic, the algorithms used in social media 
platforms tend to emphasize content that generates engagement which can amplify biases and 
contribute to polarization (Arora et al., 2022). Existing literature acknowledges gender and racial 
biases that can be further exacerbated by social media algorithms (Fosch‑Villaronga et al., 2021).

There are also questions about the long‑term sustainability of DSP initiatives. While they 
can generate significant attention and support in the short term, there is a need to ensure that 
these efforts lead to meaningful and lasting change, rather than just fleeting moments of online 
engagement. While the ALS Ice Bucket challenge was an unforeseen success, by September of 
2014, donations to the ALS Association had returned to pre‑viral levels (Sohn, 2017). There is no 
one‑size‑fits‑all approach to digital philanthropy, and the literature on virtual altruism continues to 
grow in understanding how social causes gain attention and generate larger collective support (Van 
Der Linden, 2017). While social media has the potential to amplify philanthropic efforts, many 
nonprofit organizations lack the resources and expertise to effectively utilize these platforms. It is 
therefore important for philanthropists to keep in mind the resources available to their organiza‑
tions and networks to prepare for a sudden influx of attention.

It is important to consider the role of the private actors engaged in DSP (e.g., content crea‑
tors, corporate sponsors, philanthropists, nonprofit organizations), as these actors wield consider‑
able influence in shaping the landscape of digital philanthropic endeavors and the implications 
of this influence. The involvement of private actors can significantly impact the direction, focus, 
and outcomes of philanthropic initiatives, often reflecting their own priorities, values, and inter‑
ests. Corporate sponsors, driven by branding objectives and corporate social responsibility (CSR) 
goals, may choose to align their philanthropic investments with issues that resonate with their 
target market or enhance their brand image (Sanzo et al., 2015). As a result, certain social causes 
or initiatives that closely align with corporate interests may receive disproportionate attention and 
funding, while others are sidelined.

Due to this stake given to private donors’ interests rather than democratically decided issues, 
some argue that the influence of private actors in shaping philanthropic priorities can exacerbate 
existing economic inequalities and power imbalances (Van Dyk & Fourie, 2015). Wealthy indi‑
viduals and private corporations with significant financial resources have the capacity to steer 
philanthropic efforts toward issues that benefit their own interests (Maclean et al., 2021). This is 
apparent even in MrBeast’s work, which originated from his philanthropic work in his home state 
of North Carolina to provide relief during the COVID‑19 pandemic in 2020.7

7 Conclusion

The landscape of philanthropic giving is continuing to shift in the 21st century in ways we may 
not have predicted. Philanthropic‑centered content has gained a niche and growing presence on 
social media platforms and among stakeholders engaged in stunt philanthropy. The DSP frame‑
work provides a structured approach to understanding the various components involved in creating 
impactful philanthropic content online. From leveraging spectacle and shock value to harnessing 
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the power of social media virality, this framework illuminates the strategies employed by creators 
like MrBeast to maximize their philanthropic reach and impact.

The rise of MrBeast and his unique brand of philanthropy sheds light on the multifaceted dynam‑
ics at play in the realm of online altruism. By leveraging his massive following and engaging in 
large‑scale philanthropic stunt video projects, MrBeast has created a platform for raising funds and 
addressing societal challenges such as hunger, homelessness, and unemployment. The reliance on 
algorithm‑friendly and sponsor‑friendly content highlights the intricate relationship between digi‑
tal platforms, private company sponsorships, and content creators. With the additional support of 
algorithmic‑driven success and corporate partners, this form of online philanthropy presents a way in 
which individuals, regardless of their relationship with traditional models of philanthropy, can easily 
and readily engage in the performance of charitable giving should they have the digital savvy to do so.

However, amid the excitement and admiration for digital stunt philanthropy, it is crucial to 
critically examine the ethical implications associated with creating content that revolves around 
acts of charity. From concerns about exploitation and sensationalism to questions surrounding the 
long‑term sustainability and effectiveness of such initiatives, ethical considerations must be at 
the forefront of any discussion surrounding digital philanthropy. As we continue to navigate the 
evolving landscape of online altruism, it is imperative that creators, platforms, and audiences alike 
remain vigilant in their efforts to uphold ethical standards and ensure that the impact of digital 
philanthropy extends beyond mere spectacle to meaningful, lasting change in the lives of those in 
need. Only through thoughtful reflection, responsible action, and a commitment to transparency 
and accountability can we harness the full potential of digital media to drive positive social change 
in our increasingly interconnected world.

Notes
 1 One‑way: digital content is used by organizations to communicate about their actions, but not to engage 

the audience in discussions or actions.
 2 Two‑way: posting digital content serves as an anchor for the audience’s engagement in discussions or 

actions.
 3 https://www.youtube.com/watch?v=HPJKxAhLw5I&ab_channel=MrBeast
 4 https://en.wikipedia.org/wiki/Coffeezilla
 5 Coffeezilla. (2021, December 29). Mr. Beast’s secret formula for going viral [Video]. YouTube. https://

youtu.be/6pMhBaG81MI
 6 https://www.beastphilanthropy.org/about
 7 https://www.beastphilanthropy.org/about
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19
NAVIGATING RISK COMPLEXITY 

ASSOCIATED WITH DATA 
PHILANTHROPY FOR AI

Rahul Jha

1 Introduction

The intersection of AI and philanthropy represents a dynamic and evolving field of study with 
significant implications for both sectors. This chapter contributes to this burgeoning discourse 
by exploring the transformative potential of POs as catalysts for the Ethical and Inclusive AI 
(EIAI) revolution, as underscored in the book’s overarching theme. This exploration is par‑
ticularly pertinent given POs’ unique position at the nexus of industry, government, and aca‑
demia, allowing them to leverage their influence to shape the trajectory of AI development and 
implementation. Building upon the foundational work of George et al. (2019a, 2019b), which 
emphasizes the need to examine variations in DP activities and their impact on donor firms, 
this chapter explores the nuances of these variations through a case study. These contextual 
examinations provide insights into how POs can use AI to enhance governance, organizational 
development, and data‑driven decision‑making, effectively contributing to the development of 
impactful AI strategies.

Furthermore, the chapter posits that AI regulatory and risk management frameworks are pivotal 
in shaping the certainty surrounding DP and its intended impact. This assertion aligns with the 
handbook’s emphasis on how the philanthropic sector can utilize AI for impact assessment strate‑
gies. It underscores the need for robust frameworks that govern AI development and ensure its 
ethical and inclusive deployment.

This chapter addresses the ‘data invisible’ issue that results from the digital divide and ar‑
gues for the critical role of DP as a tool to bridge this gap. This argument resonates with the 
book’s objective to provide comprehensive insights on leveraging AI within the philanthropic 
sector to improve the inclusion and representation of marginalized communities in the digital 
landscape.

The chapter’s abductive reasoning approach, enriched by a case study and grounded in existing 
literature, aims to make a substantial contribution to the sparse academic knowledge in this field. 
It endeavors to offer a well‑rounded perspective that can guide POs in their journey to embrace AI 
and actively participate in promoting EIAI practices (see Table 19.1).

https://doi.org/10.4324/9781003468615‑23
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Table 19.1 Chapter objectives and research questions

Objectives Research questions

1 To define and understand the concept 
of data philanthropy, provide a brief 
literature review of this emerging 
field and identify stakeholders of DP.

How can the concept of DP be integrated within the 
broader framework of corporate philanthropy, and 
what are the implications and modalities of its 
implementation in the context of ethical AI practices?

2 To define and understand the concept 
of ethical and inclusive AI (EIAI) 
and responsible innovation and its 
application in DP. 

What are the key drivers and governance frameworks 
that facilitate or hinder the practice of data 
philanthropy among organizations?

3 To engage with data ownership in the 
context of DP.

How do legal challenges and intellectual property 
rights, such as licenses, impact data access, reuse, and 
resharing for philanthropic purposes, particularly in 
fostering ethical and inclusive AI systems?

4 To explore a case study on IO’s role 
in DP illustrating the practical 
applications and challenges of DP 
and open data.

Case Study. How can an IO optimize its role as an 
orchestrator in DP to enhance access to firm data 
while balancing the interests of diverse stakeholders 
and maintaining data quality?

2 Conceptual foundations of DP

This section defines DP, traces its emergence and evolution, and distinguishes it from related con‑
cepts. By establishing a clear conceptual framework, it contributes to the chapter’s objective by 
grounding the discussion in a solid academic foundation and clarifying the scope of DP for POs 
and other stakeholders. DP is a relatively new and evolving concept within data science, corporate 
social responsibility, and philanthropy. It refers to private sector companies sharing their data for 
the public good, often by partnering with nonprofit organizations, research institutions, or govern‑
ment agencies. The data shared can help address social issues, improve public services, and con‑
tribute to significant advancements in fields as diverse as health, education, and disaster response. 
The Covid‑19 crisis saw an explosion of such collaborations to address public health challenges.

2.1 Defining and understanding DP

The existing literature on DP does not converge on its definition. DP encompasses several interpre‑
tations as mentioned in the UNDP working paper (Data Philanthropy, International Organizations 
and Development Policy: Ethical Issues to Consider, 2020) which include: (1) The act of pri‑
vate entities donating their commercially sensitive data to support charitable causes (Wu, 2015), 
(2) Collaborative endeavors where businesses contribute their data to advance the public interest 
(United Nations, 2018), (3) The practice of corporations distributing their exclusive datasets to aid 
societal welfare initiatives (Big Data Philanthropy for Humanitarian Response, 2012), (4) Defini‑
tion through the combination of three elements: (a) unpaid for sharing of or access to (b) privately 
held data or proprietary data insights for (c) the greater good (Lev Aretz, 2019).

George et al. (2019a, 2019b) refer to DP according to the UN Global Pulse definition: DP is 
defined as firm activities that include one of the following means of sharing data: (1) Distributing 
combined and processed datasets for scrutiny under confidentiality agreements; (2) Permitting 
scholars to examine data within the company’s internal network; (3) Participating in live data re‑
positories that consolidate data from various companies in the same sector to maintain competitive 
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edge; (4) Extracting data within the company’s security barriers and sharing key metrics; and/or 
(5) Accumulating and offering data science knowledge and capabilities.

It is unclear from the literature review whether IOs are considered DP actors (as opposed to 
recipients of DP). Furthermore, individuals, governments, and IOs all act in harmony in the DP 
ecosystem. Still, they have either not been acknowledged as actors in DP or another term exists to 
describe their actions in this space of data exploitation for the greater good. This chapter aims to 
put a spotlight on IOs in DP ecosystem.

2.2 Emergence and evolution of DP

DP has emerged as a response to the increasing recognition of the value of big data in solving 
complex societal challenges. Initial discussions in the literature highlight its potential to improve 
the effectiveness of humanitarian efforts and public policy development.

Some of the literature focuses on ethical considerations, particularly with respect to privacy and 
data protection (Taddeo, 2016). Scholars and practitioners stress the importance of establishing 
frameworks and guidelines to ensure that data is shared and used responsibly and that individuals’ 
privacy is protected.

DP has two modalities: First, Private Data Donation, which entails granting specific entities 
access to designated datasets within a restricted environment for particular objectives; and second, 
Open Data Donation, which involves disseminating designated datasets to the public under open 
licenses, either through public repositories or via open APIs for general or specific purposes. Of 
the two, private data donation is more prevalent in practice.

2.3 Integration with corporate philanthropy

Corporate philanthropy involves the donation of resources or funds by companies to charitable 
causes (Peterson et al., 2021). Godfrey (2005) highlights two essential qualifiers of corporate 
philanthropy: first, the voluntary and second, the non‑reciprocal giving of corporate resources to 
benefit the community welfare. Corporate philanthropy can be further classified into corporate 
giving, corporate volunteering, and corporate foundations (Gautier & Pache, 2015). These prac‑
tices reflect the various ways in which corporations can engage in philanthropy, each with its own 
strategies and impacts on societal welfare.

DP uniquely cuts across all three categories of practicing corporate philanthropy: corporate giv‑
ing, corporate volunteering, and corporate foundations. It complements corporate giving by adding 
a data‑driven dimension to financial contributions, enhancing the impact of charitable initiatives. In 
corporate volunteering, employees with data science skills can offer their expertise to social causes, 
aligning individual efforts with the company’s broader DP goals. Lastly, corporate foundations can 
integrate DP into their long‑term projects, creating more comprehensive and impactful social good 
programs. This multifaceted approach allows DP to amplify traditional corporate social responsibil‑
ity efforts. It is worth noting that Lev Aretz (2019) mentions that for data philanthropy to be con‑
sidered as such, these philanthropic efforts must be outside of the core business model of the firms.

2.4 IOs as a stakeholder in DP

IOs have access to private sector data through their membership, as government counterparts in 
relevant ministries and regulatory bodies can help mediate IO’s access to private sector data. Such 
access, however, depends on individual circumstances. Table 19.2 summarizes how different cases 
of DP can be facilitated by IOs.
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Table 19.2  DP – outline of key DP scenarios, detailing stakeholder roles and how IOs facilitate these efforts 
(George et al., 2019a)

Case of DP Stakeholders and their role Potential role of IOs

Distributing combined 
and processed datasets 
under confidentiality 
agreements

Firms: Provide datasets; 
Researchers: Analyze data 
under confidentiality

Facilitate agreements; Ensure data 
privacy and security; Provide a 
platform for data sharing

Permitting scholars to 
examine data within 
the company’s internal 
network

Companies: Grant access 
to internal data networks; 
Scholars: Conduct in‑depth 
data analysis

Mediate access permissions; 
Establish ethical standards for 
data use; Support collaborative 
research initiatives

Participating in live 
data repositories 
consolidating data from 
various companies

Companies: Share and 
pool data; Repository 
administrators: Manage and 
maintain the data repository

Coordinate and oversee data 
repositories; Standardize data 
formats and protocols; Promote 
data sharing among companies

Extracting data within 
company’s security 
barriers and sharing key 
metrics

Companies: Process and share 
essential data indicators; Data 
users: Utilize shared data for 
analysis and decision‑making

Guide data processing and sharing 
protocols; Ensure data integrity 
and relevance; Facilitate 
partnerships between companies 
and data users

Accumulating and offering 
data science knowledge 
and capabilities

Data science experts: Provide 
expertise and training; 
Beneficiary organizations: 
Apply learned skills to 
data‑driven projects

Organize training and 
capacity‑building workshops; 
Foster networks of data science 
experts and organizations; 
Support the application of data 
science in public and NGO sectors

3 Ethical and Inclusive AI (EIAI)

This literature review explores the emerging field of DP, with a specific focus on its potential 
applications in developing Ethical and Inclusive AI (EIAI) systems. We will examine the chal‑
lenges POs face in adopting AI technologies and the role of IOs in facilitating DP initiatives. Key 
concepts such as corporate philanthropy, data as a strategic resource, and the intricacies of data 
ownership will be discussed. The review also distinguishes between DP, open data, and other 
related concepts within computational social science. This sets the stage for an analysis of the 
regulatory requirements for DP and the need for responsible innovation frameworks to ensure 
EIAI development.

For this chapter, AI is a reference to the AI system as a machine‑engineered setup capable of 
generating outputs such as forecasts, suggestions, or choices that have an impact on real or virtual 
settings. These AI systems are engineered to function with varying degrees of independence (AI 
Risk Management Framework | NIST, 2021). As of November 2023, the OECD has updated the 
definition of an AI system to align it with the EU AI Act, and the new definition now reads as

An AI system is a machine‑based system that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, recom‑
mendations, or decisions that [can] influence physical or virtual environments. Different AI 
systems vary in autonomy and adaptiveness after deployment.
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IOs are well positioned to bring together the various frameworks emerging organically from the 
deployment of AI and its concerns in both the Global South and the developed nations. On No‑
vember 25, 2021, UNESCO came up with an ethical framework aimed to harnessing the positive 
potential of AI while mitigating its risks (UNESCO member states adopt the first ever global 
agreement on the Ethics of Artificial Intelligence, 2023). It serves as the first universal set of ethi‑
cal norms and assigns the onus of its implementation to individual states. UNESCO oversees its 
application and requires periodic progress reports from its member states.

Core Principles of the first draft of the recommendation on the ethics of AI (First Draft of the 
Recommendation on the Ethics of Artificial Intelligence, 2020)

The framework focuses on ensuring that AI technologies are developed and deployed in a man‑
ner that is aligned with human rights and contributes to the achievement of the Sustainable Devel‑
opment Goals. It addresses key ethical concerns such as transparency, accountability, and privacy, 
and provides actionable policy directives in areas such as data governance, education, culture, la‑
bor, healthcare, and the economy. From these overarching principles, the recommendation delves 
into specific areas of concern, such as data protection, prohibitions on harmful uses of AI, and 
the imperative of inclusiveness, each of which addresses key facets of ethical AI implementation.

3.1 Data protection

The guidelines advocate enhanced data protection measures that go beyond current practices by 
tech companies and governments. They emphasize the need for transparency and individual con‑
trol over personal data, including the right to access and erase one’s own data records.

3.2 Prohibitions

The framework explicitly prohibits the use of AI for social scoring and mass surveillance, citing 
their invasive nature and infringement on human rights. It insists that ultimate accountability rests 
with humans, not AI systems.

3.3 Inclusiveness in the AI ethics

Clause 19 of the framework highlights inclusiveness and diversity, emphasizing that these prin‑
ciples should be upheld throughout the entire life cycle of AI systems. This should align with 
international human rights laws, norms, and values, and reflect the diversity in culture, gender, and 
social background. The clause advocates active inclusion of individuals from various groups based 
on factors such as sex, gender, language, religion, political views, nationality, ethnicity, sexual 
orientation, and other identifying characteristics such as disability and age. It also warns against 
tendencies toward uniformity, suggesting that such inclinations should be closely monitored and 
rectified. An excellent example of a dataset generated by people with disabilities to support acces‑
sibility is IncluSet, which requires only metadata to point to any information in the dataset (Kacorri 
et al., 2020).

3.4 Deployment of AI systems for POs

AI continues to be integrated into the information technology architecture of organizations across 
diverse industries. However, POs have been left behind in the adoption race as corporations play a 
significant role in the research, development, and deployment of AI systems (Cihon et al., 2021). 
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It has been highlighted that POs, as discussed by Voida (2014), require a broader approach beyond 
just information technology design to adequately support the wide range of philanthropic activities 
and the diverse stakeholders involved in this sector. This approach should address the multifaceted 
needs of philanthropy and its stakeholders, highlighting the necessity for POs to adopt AI in a man‑
ner that supports their diverse activities and the broad spectrum of participants involved. As Juni 
(2023) highlights the lack of AI integration among Swiss POs, key areas where AI is underutilized 
but seen as potentially beneficial include donor matching, reporting, and impact evaluation. Few 
interesting case studies have been explored where AI is leveraged by POs by Adrianne (2023). 
Here, the principles of DP can be leveraged by the POs to gain access to the valuable dataset in the 
sustainable development goal domains in which they operate. DP can support POs by bridging the 
digital divide through the adoption of digital tools, developing ethical frameworks for AI usage, 
enhancing their digital capabilities through capacity building, and fostering collaborative research 
with institutions to promote ethical AI usage.

3.5 Key terminologies in DP

A distinction must be made between peripheral concepts around data management. Data collab‑
orative is another term that is used interchangeably with DP, as defined by Susha and Gil‑Garcia 
(2019). Lev Aretz (2019) points out how “collaborative” is a misnomer – for there is barely 
any collaboration involved among stakeholders. Data donation refers to the active consent of 
an individual to donate their personal data for research purposes (Data Donation Lab, 2023). 
Digital philanthropy is the concept of utilizing modern digital tools and platforms by individual 
users to enhance charitable activities and is further classified into three digital philanthropy prod‑
ucts: (1) event‑based products, (2) issue‑based products, and (3) gamified mini‑programs (Song 
et al., 2022). Open data refers to making data freely available to the public without restricting 
access, usage, or redistribution. It involves releasing data, usually by public organizations or 
governments, which can be used by individuals, businesses, researchers, and other stakeholders 
for various purposes. Open Data (OD) has been further supported by Open Government Data 
(OGD) and has gained traction across the world’s democracies. It promotes transparency and 
accountability in governance by allowing citizens to access and scrutinize information about 
public services, policies, and decision‑making processes (Janssen et al., 2012). As mentioned by 
Heimstädt et al. (2014), it is important to acknowledge that OGD is a subset of OD, as the data 
could be sourced from outside of government, such as corporations and NGOs. The “open” in 
OD describes the technical and legal attributes that allow the sharing and reusing of the dataset 
across the digital economy. The legal openness of the data, however, needs to be complemented 
by the technical openness of the data (file formats), as described in Berners‑Lee’s model of 
Linked Open Data (LOD) (Bizer et al., 2009) to transform “data on the web” into “the web of 
data” by linking different datasets scattered across the internet and hosted in other websites, 
repositories, and archives.

4 Discussion

The discussion explores the dynamics between AI and its ethical, inclusive application. It ac‑
knowledges AI’s transformative potential while confronting the challenges and risks associated 
with its unchecked deployment. This dichotomy sets the stage for a deeper examination of specific 
areas within AI ethics, such as the need for ethical and inclusive AI, the pressing call for AI regula‑
tion, and the pivotal role of responsible innovation in DP.
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4.1 Data as a strategic asset

The Resource‑based View of the firm (RBV) focuses on four key parameters that characterize 
strategic resources, which are tied to firm performance and organizational efficacy (Crook et al., 
2008). These four parameters are (1) Valuable; (2) Rare; (3) Inimitable; and (4) Non‑substitutable; 
this theory is better known by the acronym VRIN (George et al., 2019a, 2019b). In their paper, 
they establish data as a strategic VRIN resource of the firm. The disparity in digital literacy and 
connectivity underscores the inherent bias in data, emphasizing the need to better understand data 
as a strategic resource that is not neutral but shaped by various external factors. Therefore, bias 
in data is unavoidable as certain users have a larger digital footprint than others, based on the ex‑
tremely high variance of digital literacy and connectivity across economies and regions as reported 
by the International Telecommunication Union, where the number of people in the world not con‑
nected to the internet is a whopping 2.3 billion (Press release, 2023).

4.2 The need for Ethical and Inclusive AI (EIAI)

While there are many guidelines in place to make traditional software safer, AI systems bring their 
own unique risks. For instance, AI systems use data that can change significantly over time, mak‑
ing them act unpredictable. These systems are often complicated and work in complex settings, 
making them difficult to fix when things go wrong. They are also influenced by social factors and 
human behavior. The risks and benefits of AI come from its technical features, how people use it, 
who uses it, and the social setting in which it is used. This makes AI particularly challenging for 
organizations and society to handle safely. If not managed well, AI can exacerbate unjust or harm‑
ful situations. If managed correctly, AI can help make things fairer and safer. Currently, AI systems 
lag in these two areas: (1) Explainability/Interpretability and (2) Transparency, although progress 
is being made on all these fronts, albeit slowly.

4.2.1 Explainability

Often referred to as interpretability in AI, this refers to the study of how to understand the deci‑
sions of AI systems and how to design systems whose decisions are easily understood or inter‑
pretable (Rudner & Toner, 2021). Even the most accomplished designers and scientists of Large 
Language Models cannot explain the enhanced capabilities of AI.

4.2.2 Transparency

Stanford had designed a metric called the foundation model transparency index. The highest score 
achieved was 54% by Llama 2 from Meta (Xiong & Zhang, 2023). This highlights the need for the 
AI community to unite to enhance transparency – for policy frameworks can only proceed with 
transparency of the foundation models. Despite the growing number of AI initiatives, three key 
challenges persist: (1) Underrepresentation of developing nations in global AI dialogues, which 
hinders their economic and social development. UNESCO’s work on AI ethics exemplifies how IOs 
can foster inclusivity. (2) Fragmentation in AI initiatives, with over 200 AI ethics and governance 
frameworks (Corrêa et al., 2023) but no unified platform, limits accessibility for countries and stake‑
holders outside existing alliances. (3) More public sector capacity and expertise in AI is needed, 
particularly in understanding its role in advancing Sustainable Development Goals (SDGs). While 
the AI for Good Global Summit, organized by an IO, aims to bridge this gap, a more systematic 
approach is needed to fully harness AI’s potential benefits and mitigate its risks (Guterres, 2020).
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4.3 Collaboration governance framework and DP

Collaboration Governance is defined as the processes and structures of public policy decision‑mak‑
ing and management that engage people constructively across the boundaries of public agencies, 
levels of government, and/or the public, private, and civic spheres to reach a goal that could not oth‑
erwise be accomplished (Emerson et al., 2011). DP involves collaboration with diverse stakehold‑
ers in the data ecosystem. Academic literature on collaboration includes a framework proposed as 
a Collaboration Governance Framework (CGR): The CGR framework suggests that collaboration 
emerges when at least one of the following catalysts exists: (1) guidance from leaders, (2) signifi‑
cant motivators (such as challenge, emergency, risk, or chance), (3) mutual reliance (where organi‑
zations cannot achieve an objective independently), and (4) unpredictability (such as in addressing 
a social issue). These four catalysts are pertinent to DP (Emerson et al., 2011; see Figure 19.1).

Applying this framework to the data collaborative context, Susha and Gil‑Garcia (2019) identi‑
fied resources (primarily financial) and incentives as two additional drivers of data collaborative. 
Building on their work and the author’s attempt to apply this framework to DP‑related collabora‑
tion governance, multidimensional cost reduction is proposed as an additional driver for achieving 
collaboration DP.

4.3.1 Reducing the cost of liability risks

Researchers have found that the decreasing transparency of foundation models is based on the 
legal underpinnings of current cyber law arrangements. Companies are liable for using data they 
did not have explicit permission for (Art. 89 GDPR – Safeguards and Derogations Relating to Pro‑
cessing for Archiving Purposes in the Public Interest, Scientific or Historical Research Purposes 
or Statistical Purposes – General Data Protection Regulation (GDPR), 2016). Therefore, firms 
choose not to share the details of the data used as a training dataset in order to minimize their risk 
of liability due to the lack of explicit purpose associated with collecting training dataset. Lazer 
et al. (2020) noted that the sharing of data and open data may have reduced in the wake of laws 
such as GDPR to protect privacy. This lack of transparency about the dataset on which the model 
was trained could also imply that companies overestimate the risks of sharing the data, while un‑
derestimating the benefits of addressing the wicked problems (Verhulst, 2023).

Figure 19.1 Collaboration governance framework.
Source: Adapted by author from Susha and Gil‑Garcia.
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Further elaborating on this context, Susha and Gil‑Garcia (2019) added financial resources 
and incentives as additional drivers of data collaboration. Expanding on this and integrating the 
author’s suggestions for applying the CGR framework in diverse governance contexts, multidi‑
mensional cost reductions of (1) legal and (2) compliance are proposed as key drivers of DP. 
Researchers have pointed out that the opacity of foundation models based on current cyber law 
frameworks makes companies reluctant to share data. To avoid liability from using data without 
explicit consent, firms tend to be reticent to disclose the datasets used to train AI models. Lazer 
et al. (2020) observed that data sharing and openness have decreased post‑GDPR, which was 
designed to protect privacy. This reticence not only raises questions about transparency but also 
indicates a potential overestimation of risks and underestimation of the benefits in tackling com‑
plex societal problems, as suggested by Verhulst (2023).

4.3.2 Reducing the cost of compliance to adhere to AI principles

When using DP to develop AI systems, it is crucial to align the initiative with the core ethical 
principles outlined in the AI ethics framework. Table 19.3 summarizes exhaustive dimensions of 
AI ethics principles to be adhered to by firms engaging in DP, according to UNESCO’s Uniform 
Ethical Framework.
This may increase the compliance and coordination overhead for firms engaging in DP, and ef‑
forts must be made to ensure that the coordination cost of compliance does not exceed the overall 
perceived benefit and/or impact to the POs. As indicated in findings by Morley et al. (2023), incur‑
ring additional costs, slowing down innovation, and draining resources were identified as the top 
disadvantages of developing AI ethically (n = 54).

Based on Table 19.3, adhering to AI ethics principles in DP activities undoubtedly introduces 
additional layers of complexity, which can lead to increased costs and heightened compliance 
requirements. The need to provide data that supports harm prevention and addresses social and 
environmental issues requires rigorous data selection and validation processes. Ensuring that data‑
sets are ethically sourced and relevant requires thorough vetting procedures and potentially the de‑
velopment of new sourcing strategies. The enhancement of safety and security features, alongside 
the commitment to diversity and non‑discrimination, calls for sophisticated data analysis tools and 
expertise to identify and mitigate biases, which may not be readily available without significant 
investment.

Furthermore, the obligation to respect privacy and adhere to data protection standards neces‑
sitates the implementation of robust data management and security protocols. This often involves 
advanced technologies and specialized personnel to anonymize data and maintain privacy by de‑
sign. The clear oversight and accountability measures required for ethical data use in AI demand 
meticulous documentation and reporting systems, which can be resource‑intensive to establish 
and maintain.

Advocating for transparency and demanding explanations of AI outcomes necessitate the crea‑
tion of communication channels and explanatory frameworks that are accessible to a non‑technical 
audience, adding to operational costs. Engaging a wide range of stakeholders to ensure diverse 
perspectives in AI development not only increases administrative overhead but also requires the 
facilitation of stakeholder engagement and consensus‑building activities.

In summary, while the integration of AI ethics principles into DP is essential for fostering trust 
and ensuring responsible AI development, it comes with a significant increase in both direct and 
indirect costs associated with compliance, personnel training, system upgrades, and ongoing man‑
agement of DP initiatives.
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Table 19.3  UNESCO ethics of AI principles (Recommendation on the Ethics of Artificial Intelligence, 2022) 
mapping to EIAI aspects

Principle Summary Relevance to DP for EIAI

1 Proportionality and 
do no harm

AI should aim for legitimate aims 
without harm.

Provides data to prevent harm and 
address social issues.

2 Justification of AI 
use

AI must be appropriate, respect 
rights, and be rigorous.

Ensures ethical data sourcing for 
beneficial AI.

3 Safety and security AI systems should address safety 
and security risks.

Enhances AI safety with secure 
data sharing.

4 Fairness and 
non‑discrimination

AI should prevent discrimination 
and promote justice.

Offers diverse data to reduce AI 
bias.

5 Minimizing 
discrimination

Efforts to avoid AI biases and 
discrimination are vital.

Contributes representative 
datasets for fairness.

6 Sustainability AI’s impact on sustainability 
should be assessed.

Prevents duplication in data 
acquisition efforts to save 
energy.

7 Right to privacy and 
data protection

Privacy must be protected 
throughout AI’s life cycle.

Ensures data sharing, respects 
privacy standards.

8 Data protection 
frameworks

Establish data protection 
governance.

Participates in frameworks for 
responsible sharing.

9 Privacy by design AI must protect personal 
information.

Anonymizing data before sharing.

10 Human oversight and 
determination

Persons/entities should be 
responsible for AI systems.

Conducts data sharing with clear 
accountability.

11 Human decision in 
AI reliance

Humans should control AI 
systems.

Supports AI that enhances human 
decision‑making.

12 Transparency and 
explainability

AI should be transparent and 
explainable.

Advocates for clarity on donated 
data usage in AI.

13 Balancing 
transparency

Balance transparency with 
privacy and security.

Navigates data sharing between 
transparency and privacy.

14 Transparency for 
trust

Transparency contributes to trust 
in AI.

Fosters trust by being clear about 
data usage.

15 Explainability of AI 
systems

AI should be understandable and 
insightful.

Demands explanations on data 
impact on AI.

16 Responsibility and 
accountability

AI actors should assume 
responsibility for AI impact.

Holds AI actors accountable for 
ethical data use.

17 Accountability 
mechanisms

Develop AI oversight and audit 
mechanisms.

Includes DP in accountability 
tracking.

18 Awareness and 
literacy

Promote understanding of AI. Plays a role in AI education and 
engagement.

19 Learning about AI 
impact

Educate on AI’s societal impact. Supports research on AI’s effects 
on society.

20 Multi‑stakeholder 
governance

Respect laws in data use and 
regulation.

Engages with stakeholders for 
respectful data use.

21 Stakeholder 
participation

Diverse participation for inclusive 
AI governance.

Involves various stakeholders for 
diverse AI input.
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4.4 Legal challenges in accessing, reuse, and resharing of data

In the context of DP, “ex post” refers to the practice of using data that has already been collected, 
often without prior explicit consent for specific uses, to train AI systems. This approach can 
expedite the availability of data but raises ethical concerns regarding consent and data privacy. 
Conversely, “ex ante” involves obtaining explicit consent before collecting data, ensuring that 
all data usage complies with ethical standards and legal requirements from the outset. While this 
method enhances transparency and trust, it can be more costly and time‑consuming. Today’s AI 
systems are trained on historical data, which is collected and utilized retrospectively, or ex post. 
This causes ambiguity about what historical data can be used and by whom, which raises an 
interesting set of copyright and data ownership challenges in the AI era. This chapter endorses 
Lev Aretz’s (2019) call for a legal academic discussion of DP, although it must be complemented 
by technical discussions as well, particularly around non‑legal nature of an important metadata 
governing website data crawlability called Robot.txt (Pierce, 2024). Ex ante data collection is 
also facilitated by augmenting user engagement with privacy policies, and new digital tools for 
contextual privacy policies (CPPs) that embed relevant privacy information directly into their 
corresponding contexts must be explored to overcome users avoiding engaging with privacy poli‑
cies (Windl et al., 2022).

Data is recognized as an asset with potential benefits for various stakeholders. It can drive 
scientific collaboration, enhance market efficiency, and increase transparency in governance and 
corporate sectors (Gallagher et al., 2020). However, the sharing and use of data are often com‑
plicated by legal considerations. The more restrictive the licenses, the lesser the uses and reuses 
that are possible, and the more likely that an incompatibility with other licenses may arise in 
the life cycle of the data (Malone, 2023). Open licensing is one of the most suitable options 
for philanthropic organizations (Gray, 2009). In the context of promoting data philanthropy, the 
standardization of data licenses has been proposed as a crucial step toward facilitating the reuse of 
data for philanthropic purposes (Benjamin et al., 2019). Additionally, the licensing of FAIR (Find‑
able, Accessible, Interoperable, and Reusable) data has been highlighted to promote the reuse of 
data for philanthropic endeavors (Labastida & Margoni, 2020). There is an increasing degree of 
awareness among POs about open licensing options such as Creative Commons or General Public 
License (GPL). Creative Commons (CC) licenses and sui generis database rights are important 
legal tools in data management. CC licenses manage copyright restrictions and can be applied to 
databases, while sui generis database rights protect the investment made in creating a database. 
POs must secure the necessary rights and identify the elements covered by CC licenses when 
making databases publicly available. Text and data mining activities on CC‑licensed databases are 
permissible, but compliance with license terms is essential. Understanding these aspects of data 
management enables organizations to navigate the complexities and unlock the full potential of 
data for societal benefit. It’s important to flag here that software codes are not suitable artifacts 
where CC can be applied, and CC recommends referring to open‑source licensing model (Copy‑
right & Licences – Research Data – UNIGE, 2017). As can be inferred from this, the legal land‑
scape is still working on the heterogeneity of different licensing provisions governing different 
elements of AI systems. An example of a license selector to help navigate licensing applicability 
is License Selector (2015).

Creative Commons (CC) licenses serve as a standardized legal framework that facilitates the 
public utilization of copyrighted works by delineating explicit permissions and restrictions (About 
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CC Licenses, 2020). The suite consists of six primary licenses, each of which varies in the degree 
of permissiveness it offers. These range from the most permissive, CC BY, which allows both 
commercial and non‑commercial adaptations as long as the creator is credited, to the most restric‑
tive, CC BY‑NC‑ND, which permits only non‑commercial distribution of the work in its original 
form. Additionally, the Creative Commons Public Domain Dedication (CC0) enables creators to 
voluntarily relinquish their copyright, thereby contributing their works to the public domain. The 
application of these licenses is irrevocable and necessitates prior ownership or explicit permission 
to license the work. By leveraging the CC licenses, creators and institutions can contribute to an 
increasingly open and collaborative digital ecosystem (see Table 19.4).

DP ecosystem has many actors, and relying on legal job function exclusively to classify the 
applicability of specific licenses could be a bottleneck. Therefore, Creative Commons have started 
their certification program through which it is reported that the successful participants are well 

Table 19.4  Spectrum of copyright levels through Creative Commons suite of licenses (About CC Licenses, 
2020)

License type Permissiveness 
level (1–6)

Permissions 
granted

Restrictions Commercial 
use

Adaptation 
of work

CC BY Most permissive 
(6)

Distribution, 
adaptation

Must attribute to the 
creator

Yes Yes

CC BY‑SA 5 Distribution, 
adaptation

Must attribute and 
share alike

Yes Yes

CC BY‑ND 4 Distribution Must attribute; no 
adaptations

Yes No

CC BY‑NC 3 Distribution, 
adaptation

Must attribute; 
non‑commercial

No Yes

CC BY‑NC‑SA 2 Distribution, 
adaptation

Must attribute; 
non‑commercial 
and share alike

No Yes

CC BY‑NC‑ND Most restrictive 
(1)

Distribution Must attribute; 
non‑commercial; 
no adaptations

No No

CC0 (Public 
Domain)

Special case Distribution, 
adaptation

No restrictions; 
voluntary copyright 
relinquishment

Yes Yes
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equipped to advise their institutions on open licensing best practices (Training, 2022). Another 
countermeasure against copyright issues arising in generative AI space is the support by the firms 
to pay for the legal fees for any copyright infringement (Novak, 2023). Under this copyright shield 
mechanism, firms agree to pay some of their users the cost incurred from legal claims around 
copyright infringement.

5 Case study – IOs as an orchestrator of DP activities

5.1 Background

This international organization (IO) is the United Nations specialized agency for information and 
communication technologies – ICTs. Its mandate ranges from standardizing ICT technologies to 
facilitating an enabling environment for improving connectivity infrastructure, as well as allocat‑
ing radio spectrum and satellite orbits. It also collects and disseminates a vast array of data through 
its data portal called DataHub, which is instrumental in global ICT development (About, 2023). 
The IO’s transition from the World Telecommunication/ICT Indicators Database (WTID) to the 
Data Hub is an illustrative case of adapting to the demands of the digital age by making ICT data 
more accessible and user‑friendly. The Data is licensed to the public through a Creative Commons 
Attribution‑Non‑Commercial‑ShareAlike 3.0 IGO license. This strategic shift not only reflects an 
organizational commitment to improving data dissemination but also signifies a response to the 
evolving needs of data users worldwide. By making datasets available free of charge for non‑com‑
mercial purposes, the IO is expanding the reach of valuable ICT data and potentially fostering 
greater innovation and research in the field.

5.2 The problem

Despite the wealth of data available, there are challenges to using this information for social good. 
These include obtaining data from the firms that may be reluctant to share it, ensuring data quality, 
aligning the interests of different stakeholders, and uptake of the data for analysis and exploitation. 
In some cases, the member states may not have a dedicated national statistics office to follow up 
on the survey questionnaires. The key questions that this case study aims to answer are listed in 
Table 19.5.

5.3 Analysis

IO acts as a central hub for data collection, validation, and dissemination. It engages with national 
governments and private entities to gather a comprehensive set of ICT data. This data is critical to 
understanding and improving access to and use of ICTs by households and individuals. IO’s role 

Table 19.5 Case study questions

Key questions

1 How can IO effectively orchestrate DP activities?
2 What mechanisms can ensure data quality and availability?
3 How can IO align the interests of governments and private sector companies, 

particularly in telecommunications?
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in standardizing data collection and ensuring international comparability is vital for the credibility 
and utility of the data. The digital divide between economies is evident in the ability of govern‑
ments to respond to the questionnaires and survey forms that are floated among the member states.

The member states that are lagging in the digital transformation of their ICT ecosystem do not 
have the necessary reporting mechanism, or the presence of the relevant coordinating agency to 
provide the ICT‑related data. For those economies that do not reply to the questionnaire, price 
data are collected directly from telecommunication operators’ websites and/or through direct cor‑
respondence with the operator, and the data is cross‑checked by the IO. For example, the source of 
data on retail prices is the advertised prices of selected services for residential customers, effective 
at the time of data collection, from operators with the largest market share in an economy, meas‑
ured by the number of subscriptions (ITU Data Collection, 2013).

In addition, the IO also supports the capacity development of member states to facilitate data 
acquisition through the provisioning of a manual. For example, a manual has been prepared to 
help countries produce high‑quality and internationally comparable data on ICT access and use 
by households and individuals. The manual focuses on the partnership’s core list of indicators on 
measuring ICT access and use by households and individuals. It can be used as basic reference 
material when preparing, designing, and implementing ICT household surveys, and serves as the 
basis for IO’s training course on ICT household statistics.

The data collected through diverse stakeholders and thorough analysis is then subject to copy‑
right laws that do not permit commercial use. The data is licensed to the public through a Crea‑
tive Commons Attribution‑Non‑Commercial‑ShareAlike 3.0 IGO license. Under the terms of this 
license, one may copy, redistribute, and adapt the data for non‑commercial purposes, provided the 
work is appropriately cited. The lack of commercial licensing terms may redirect the users of such 
data to other organizations, some of which offer their dataset under different licensing arrange‑
ments. For example, the World Bank offers its data under Creative Commons Attribution 4.0 (CC 
BY 4.0), which includes commercial use (Data Access and Licensing, 2023).

In transitioning from the WTID to the Data Hub, the IO has embraced a progressive approach 
toward data sharing, reflecting a keen understanding of the digital landscape’s evolving demands 
and playing its part as an orchestrator in the data philanthropy landscape. However, this transition 
also presents areas for improvement, particularly in ensuring data quality, updating frequency, and 
supporting commercial use. By critically evaluating these aspects, the IO can refine its strategies, 
ensuring the Data Hub serves not only as a repository of ICT data but also as a catalyst for innova‑
tion and policymaking.

5.4 Summary

IO’s structured approach to data collection and its collaboration with various stakeholders position 
it as a key orchestrator in DP. Its efforts contribute significantly to informed policymaking and 
the advancement of global ICT access. However, the restriction of commercial use may hinder its 
at‑scale adoption by the industry body. Some recommendations based on thematic focus of this 
chapter are listed in Table 19.6.

5.5 Limitations

While the chapter outlines potential strategies for POs to navigate regulatory landscapes and pro‑
mote ethical AI, it is limited by assumptions on the universal availability of international organiza‑
tions (IOs) and standardized frameworks, the challenge of adapting to swiftly changing regulatory 
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Table 19.6 Recommendations based on applying DP principles to the case study

Recommendations

1 IO could continue strengthening partnerships with private sector companies, leveraging their data for 
the public good while respecting commercial confidentiality and individual privacy.

2 It could enhance its data validation processes to ensure the highest data quality.
3 IO should advocate for and support the development of clear guidelines and frameworks for DP to 

ensure ethical and effective use of data.
4 The manual developed for the economies to be able to report back to IO’s survey questionnaire 

can be complemented with capacity‑building workshops and training aimed at the uptake of the 
economy’s ability to respond with relevant data.

5 The royalty associated with the commercial use of the data by for‑profit firms can be integrated in the 
platform itself through tiered API access. Alternatively, the royalty model can be replaced by a 
licensing option that allows commercial use by transitioning to CC BY 4.0.

environments, and the potential overlook of operational hurdles in data privacy and ownership. 
Furthermore, the reliance on case studies, while enriching, may not capture the broad spectrum of 
DP practices. Additionally, the proposed solutions may not fully consider the diverse technological 
capabilities across POs or the complexities of multi‑stakeholder collaboration and their implica‑
tions for data integrity and use.

Lastly, data privacy and ownership concerns: the chapter acknowledges the complexity of data 
ownership and privacy but may not fully address the operational challenges POs face in managing 
these concerns, especially considering varying international data protection regulations. These 
limitations suggest a need for ongoing adaptation and broader empirical validation to ensure the 
relevance and effectiveness of the outlined approaches in the dynamic landscape of DP and AI.

5.6 Recommendations and future research

Organizations aiming to leverage AI should be aware of coordination and compliance overheads 
before engaging in DP activities. Adhering to AI principles may increase compliance costs, which 
must be budgeted for if DP activities include building an AI system.

Academic literature tends to focus on private sector firms as practitioners of DP. Using the 
case study of an IO, it is evident that DP is a large part of IO’s operations and, as such, should be 
included in the reference to the main stakeholders engaged in the DP.

Understanding the impact of generative AI – and making policy decisions around it – requires new 
interdisciplinary scientific inquiry into culture, economics, algorithms, and the interaction of technol‑
ogy and creativity (Epstein et al., 2023). This implies DP, where the provision of diverse stakeholders 
in addition to data scientists must take place if the development of an AI system is a goal.

While academic literature focuses primarily on private sector firms as practitioners of DP, it is 
essential to explore the role of the IOs in DP ecosystem. The impact of risk management frame‑
works on firms varies depending on their capability to comply with evolving privacy regulations. 
Further investigation could be done based on the work of Ghosh (2019) to explore the organiza‑
tional design options for managing the challenges associated with developing AI systems within 
the PO context.

The impact of risk management framework on firms will vary depending on the ability of 
the firm to comply with the evolving privacy regulations. However, the paradox of privacy and 
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transparency means that a balance must be struck by optimizing the privacy needs with the trans‑
parency needs of the AI system. There is an ongoing call in this space for independent third‑party 
auditors who can perform the audits for the developed AI systems against the above benchmarks 
(Radical Proposal: Third‑Party Auditor Access for AI Accountability, 2021). An enabling environ‑
ment for such auditors to thrive in an ecosystem will drive down costs in the long run. This could 
be excellent phenomenon‑based research to look out for in the research community.

Lastly, POs should also look out for an emerging and evolving concept of Digital Public In‑
frastructure (DPI). DPI is a digital network that allows governments to deliver economic oppor‑
tunities and social services to all of its residents with efficacy (Hong, 2023). The concept of DPI 
encompasses (1) Networked Open Technology Standards, (2) Enabling Governance, which in‑
cludes frameworks and policies that support the effective deployment and management of DPI, 
and (3) Innovative Community and Market Players – DPI thrives on the contributions of a diverse 
community that includes governments, POs, private sector participants, and civil society (Digital 
Public Infrastructure, 2024). This community drives innovation, particularly in public programs, 
through a competitive and collaborative approach. POs such as Bill and Melinda Gates Founda‑
tion have made significant investments in promoting DPI as a tool to end poverty (Statement from 
Gates Foundation CEO Mark Suzman: Why We Need Digital Infrastructure, 2022). The next wave 
of AI‑facilitated innovation that the POs will drive will, in turn, shape the future of DPI deploy‑
ment and scaling across the world.

6 Conclusion

In conclusion, this exploration into the realm of DP and AI has unveiled the dynamics at play 
between technological innovation, ethical considerations, and the transformative potential of POs. 
Through a comprehensive analysis grounded in the concepts of ethical and inclusive AI, responsi‑
ble innovation, and the pivotal role of IOs in orchestrating DP efforts, this chapter has illuminated 
the path forward for POs seeking to leverage AI for social good. The discussions underscore the 
importance of navigating the complex regulatory landscape, highlighting the need to adhere to 
ethical principles and the fostering of collaborative governance frameworks to ensure the respon‑
sible deployment of AI technologies.

The case study on the IO’s role as a DP orchestrator further highlights the critical function of 
such entities in enhancing global ICT access and facilitating the ethical use of data for AI develop‑
ment. This underscores the broader implications of DP for societal advancement, beyond the con‑
fines of traditional philanthropic activities. The recommendations provided serve as a blueprint not 
only for POs but also for policymakers, private sector firms, and IOs, advocating for a concerted 
effort to create a more inclusive, ethical, and innovative AI‑driven future.

The evolving landscape of DP and AI requires focused research on how private data donation 
can propel open innovation within firms. This exploratory research should examine the intersec‑
tion of DP and open innovation, with a particular focus on cases where sharing private datasets un‑
derpins innovation and business operations. Exploring this synergy offers a promising avenue for 
understanding how DP can expand beyond its philanthropic roots to foster an ecosystem of shared 
innovation. The findings could offer actionable strategies for companies looking to leverage their 
data assets responsibly and innovatively, aligning with the principles of responsible innovation 
and collaboration governance outlined by Emerson et al. (2011) and furthering the understanding 
of DP’s potential beyond traditional philanthropic activities.
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FROM MARGIN TO MAINSTREAM

Moving philanthropy to reshape  
our AI‑enabled future

Yolanda Botti‑Lodovico and Vilas Dhar

1 Introduction

The digital economy came with a monumental promise: technology would generate new op‑
portunities, greater efficiency, and “one of the most effective solutions to poverty” (Nielsen 
2014; Lynch, 2018). But this promise never came to fruition; even as global GDP grew and 
technology advanced, inequality between and within countries increased, aggravated by climate 
change, global conflict, and the pandemic. As a result, the wealthiest 10% now enjoy 76% of 
global wealth, while over 160 million people have fallen into poverty since the COVID‑19 
pandemic (Global Inequality Rises Again, 2023).

The world is now stepping into another power transformation – spurred by the emergence of 
artificial intelligence (AI) – from which the philanthropic sector has been largely absent. This 
absence reverberates on civil society and communities at the frontlines of vulnerability. Without 
philanthropic leadership as a bridge between power and civil society, the social sector will miss 
out on critical opportunities to create human‑centered AI to solve local and global challenges, in‑
cluding climate change, hunger, health inequities, and beyond. Across the globe, civil society will 
remain excluded from policy development despite their key role in shaping previous transitions 
of power throughout history – while private sector actors determine the future trajectory of our 
AI‑enabled world.

As institutions of public trust, foundations must serve humanity – and AI has the potential to 
revitalize and reinforce this mission. The following sections frame challenges, opportunities, and 
the critical pathway to fulfilling this obligation and realizing AI’s potential. In the first section, we 
explore the structural and organizational obstacles the philanthropic sector will need to overcome 
to secure its place in the global AI agenda. Second, we analyze how foundations can help restore 
civil society’s voice in the ongoing transformation of power through innovative mechanisms of 
support and active partnership. Finally, we present a roadmap for organizations looking to invest 
in digital transformation – including practical approaches to AI and data solutions, responsible 
data and AI practices, and galvanizing global frameworks for ethical AI. Ultimately, by becoming 
technology‑forward, foundations can propel the digital transformation process across the social 
sector and empower civil society to advance a shared mission of equity, justice, and human dig‑
nity for all.

https://doi.org/10.4324/9781003468615‑24
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2 Structural and organizational barriers to AI adoption in philanthropy

Since the start of the digital revolution, philanthropy demonstrated a hesitancy to lead in the adop‑
tion of technology. The sector’s risk aversion to digital transformation – relative to private cor‑
porations and businesses – stems partly from structural and organizational barriers such as cost, 
internal capacity, infrastructure, leadership, and trust (Lester, 2014). However, as technologies 
like AI and data solutions play an increasingly prominent role in society – and global challenges 
become ever more prevalent – digital transformation will prove critical to philanthropy’s success 
as institutions of not merely public capital but public trust, serving humanity at scale.

2.1 Cost of digital transformation

Across the philanthropic sector, internal investments toward digital transformation are limited. 
A 2022 report from the Technology Association of Grantmakers (TAG) revealed that half of all 
foundations surveyed allotted a mere 1%–5% of their entire operational budget to the purchase and 
adoption of technology, while only 15% allotted above 10% to technology (2022 State of Philan‑
thropy Tech, 2022). In private sector companies, technology spending across industries receives 
around four times the amount invested in the social sector (Roadmap for Funders, 2020).

Low technology spending within foundations often stems from priorities and resource con‑
straints. Some organizations prioritize grantmaking, direct service delivery, and programmatic 
outcomes over revamping internal operations. As a result, fewer resources have gone toward ena‑
bling their internal digital transformation process and setting up foundational infrastructure to 
enable future efficiencies and innovation (Roadmap for Funders, 2020).

Foundations are beginning to understand what the private sector grasped at the start of the 
digital revolution. At scale, investments in technological innovation can play a transformative role 
in nonprofits and civil society organizations. Emerging technologies like AI have already helped 
civil society changemakers effectively leverage data for policy change, improve the delivery of 
humanitarian aid, better understand and meet global health needs, and much more. However, with‑
out leadership and support from philanthropy, the social sector may miss the opportunity to fully 
harness the power of technology for good.

2.2 Low internal digital capacity

Staffing and retention challenges often constrain a foundation’s internal capacity for digital trans‑
formation. While technical staffing numbers have improved, foundations with lower asset sizes 
need additional support to catch up to their larger counterparts. Disparities worsen based on the 
type of the foundation. In 2022, private foundations reported nine technical employees to every 
one nontechnical employee, whereas public foundations reported only one technical employee to 
every 28 employees (2022 State of Philanthropy Tech, 2022). Without in‑house technical experts 
or commitments to organization‑wide digital learning, many foundations still need a solid ba‑
sis for operational optimization, sector‑wide learning, enhanced programmatic impact, and better 
collaboration. They also need to take advantage of critical opportunities to provide training and 
support to their grantees and boost their overall impact. Currently, few foundations are engaging 
in external capacity development to fill this gap; in 2022, only 39% of community foundations 
provided technical support and training to grantees, compared to 33% of private foundations (2022 
State of Philanthropy Tech, 2022). Reticence to technology adoption across the sector impedes 
philanthropy’s capacity to advance social impact and reduce costs in the future.
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2.2.1. Limited data infrastructure

Data can help foundations optimize their giving practices, better target organizations in need, and 
compile best practices and insights for the social sector. However, too many foundations lack 
the infrastructure needed to collect, safely store, share, and analyze existing data. This challenge 
has persisted over time; in 2014, the United Nations assessed that “too many people, organiza‑
tions, and governments” were excluded from the benefits of data use for sustainable development 
as a result of knowledge, capacity, and resource constraints (Nielsen, 2014). Four years later, a 
2018 analysis from Alliance Magazine found that smaller foundations had not yet leveraged the 
power of data‑driven giving due to resource and capacity constraints (Kassatly, 2018). Moreover, a 
2023 report from the Dorothy A. Johnson Center for Philanthropy deemed the philanthropic sector 
“lightyears behind its peers” in data availability (Abalo et al., 2023).

Constructing a robust internal data infrastructure begins with quality data. Much of the data 
available across the philanthropic sector relies on independent stakeholders, whose efforts lack re‑
dundancy (Abalo et al., 2023). Foundations do not regularly or systematically collect data regard‑
ing their beneficiaries or constituents, ongoing needs, or complementary work by colleagues in the 
space (Anderson, 2014). Most existing data sources focus on grantmaking rather than impact, and 
the social sector at large is not bound by any legal obligations to share that data (Kassatly, 2018).

Further, foundations lacking digital maturity are often unable or unwilling to support grant‑
ees’ costly infrastructural investments. Overall, under 1% of all global donations go toward 
developing critical infrastructure to support technology adoption and use, reducing the social 
sector’s impact at large (Roadmap for Funders, 2020). For nonprofits, data and the ability to de‑
rive insights from that data are both critical to demonstrating impact for continued philanthropic 
support and better understanding the needs of the populations they serve. When foundations 
prioritize creating their own robust data infrastructure – complete with systematized metrics for 
data gathering, replicable standards for data sharing and privacy, and open‑source tools to ana‑
lyze and leverage insights from that data – they can help empower their partners to do the same. 
Foundations can also help generate critical information to guide decisions on both sides of the 
grantmaking process.

2.2.2 Willingness and engagement from leadership

On average, most foundations lack internal forcing functions around digital transformation. For 
those who have already taken the leap or plan to leap, the motivation to disrupt the status quo often 
comes from those at the top – driven by visionary leaders who understand the critical importance of 
investing in innovation and digitization throughout their organization. In 2012, a TAG and Grants 
Managers Network (GMN) joint report revealed that a mere 23% of foundation executives fully 
grasped technology’s benefits, while 66% of executives were “supportive but not very knowledge‑
able” (Lester, 2014). As AI entered the scene, the field of philanthropy fell further behind despite 
a relative increase in more tech‑forward foundations. Still today, foundations without close and 
ongoing ties to the tech industry tend to maintain a more skeptical approach to AI (Dervishi, 2023).

Again, a lack of buy‑in to innovate within a foundation often spills over into their engagement 
with grantees and partners. As a result, the institutions and organizations they serve cannot receive 
the support and collaboration they need to adopt technologies and leverage them for impact. A 
report from 2020 revealed that a major factor impeding digital transformation in philanthropy is 
“willingness,” that is, willingness to invest in digital infrastructure – which inhibits their capacity 
as civil society partners to drive sustainable solutions (Roadmap for Funders, 2020).
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2.3 Trust and buy‑in from communities

The growing dissemination of emerging technologies like AI into the public sphere, as well as in‑
creasing outcries around the risks and dangers, create a new set of obstacles to adopting technolo‑
gies across the philanthropic sector. Communities, civil society, and data ethicists have expressed 
rightful concerns about AI perpetuating unwanted biases, the lack of equitable representation in 
data sets that drive funding decisions, and the dangers of further exploiting already marginalized 
populations who too often miss out on the benefits of global giving and progress. For digital trans‑
formation to be successful, foundations, their grantees, and the communities they serve must fully 
trust in the ethical development and use of technologies.

The homogeneity of individuals and organizations participating in important conversations 
around the development, use, and ownership of technologies – not only within foundations but 
within society at large – further complicates building a culture of trust. For example, a mere 
22% of AI professionals globally identify as women, based on statistics from the United Nations 
Educational, Scientific and Cultural Organization (UNESCO) (International Women’s Day: New 
Factsheet Highlights Gender Disparities in Innovation and Technology, 2023). In 2019, a report 
from Bloomberg revealed that under 2% of Google and Facebook’s technical employees were 
Black. These disparities, rooted in systemic inequities and exclusionary practices, impact technol‑
ogy design, leading to greater risks of harm in their deployment: from faulty facial recognition 
software, to algorithmic biases that withhold social security benefits from individuals with dis‑
abilities and beyond (Firth‑Butterfield et al., 2022).

The present state of diversity, equity, and inclusion (DEI) efforts within foundations – either via 
in‑house DEI experts or training programs – creates further challenges. The lack of mature DEI 
outcomes further reduces the internal capacity for culturally responsive and informed digital ap‑
proaches. While a 2022 survey of foundations revealed improvements in several internal technical 
teams undergoing DEI training, 30% of all private foundations surveyed had not yet provided DEI 
training to their tech teams (2022 State of Philanthropy Tech, 2022). Survey respondents shared 
that of the existing DEI training programs available, almost no updates or changes had been made 
since 2020 – indicating an intention to build awareness but little progress toward implementation. 
In the age of AI, foundations are responsible for prioritizing DEI principles by including histori‑
cally marginalized voices in their digital transformation process, fostering diverse AI and technical 
talent across the social sector, and co‑creating a digital future with communities that elicit trust and 
courageous buy‑in from everyone.

In sum, philanthropy is uniquely positioned to collaborate with other sectors in addressing the 
significant challenges faced by humanity, – from climate change to food insecurity, to wide‑scale 
labor market disruption. As a bridge between traditional mechanisms of power and civil society, 
foundations have transitioned from pure grantmaking engines to institutions of public capital and 
public trust, poised to make the world a better place for all people. To do so, they need internal 
buy‑in, broad‑based participation, and ongoing commitments from their organization and the or‑
ganizations they serve – to help build equitable and robust solutions driven by civil society. In the 
following section, this chapter will map out how philanthropy can leverage its access to power and 
resources to propel the social sector forward in the age of AI.

3 Driving social sector transformation at scale

Public awareness and engagement with the possibilities of AI tools have triggered the start of a 
transformation of power, one that has the potential to shift the course of human history. Presently, 
only a subset of stakeholders, including Big Tech and wealthy governments in the Global North, 
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have monopolized decisions around how technologies are designed, used, and shared across sec‑
tors, geographies, and communities. This form of concentrated decision‑making, by its very struc‑
ture, serves to perpetuate the status quo and further excludes many in the Global Majority, as well 
as marginalized communities across the Global North.

By engaging early and intentionally with AI, philanthropy has an opportunity to not merely 
optimize its internal operations but, more importantly, create new systems of power driven by our 
shared human values. Through innovative partnership mechanisms, philanthropy can help build 
civil society capacity at the frontlines of vulnerability to better understand problems through data 
and create uniquely responsive AI tools to solve them. In partnership with governments and civil 
society, philanthropy can help foster broad‑based digital and AI literacy that empowers commu‑
nities to fully participate in this transformation. At scale, philanthropy can help ensure that civil 
society plays a key role in bending the arc of the AI revolution toward justice and equity – so that 
our newfound capabilities serve both people and the planet.

3.1 Optimizing philanthropic operations

Overcoming reticence to AI adoption in philanthropy opens the doorway to optimized internal 
processes and accelerated external impact. On an organizational level, digital transformation re‑
quires that every member of the organization commit to developing a foundational understand‑
ing of data and AI (Dhar & Firth‑Butterfield, 2021). Leadership is responsible for creating that 
space – to encourage individual learning, set goals and benchmarks, and recruit in‑house technical 
expertise. On a sectoral level, digital transformation requires collaboration, regular sharing of best 
practices, and ongoing accountability across organizations to infuse the social sector at scale with 
human‑centered AI and digital technologies.

Artificial intelligence can help foundations facilitate engagement, restructure financial dili‑
gence, streamline internal processes, and generate new strategic frameworks for sector‑wide pro‑
gress. In terms of grantee‑funder interactions, several AI tools exist to help increase efficiencies 
on both the donor and grantee sides and improve pathways for lower‑resourced organizations 
to prepare and review application materials. For example, nonprofits might turn to ChatGPT to 
craft a grant proposal or their mid‑term and final reports. They might use DALL‑E to incorporate 
unique visuals into their donor presentations. For changemakers with disabilities, limited literacy, 
or language barriers, AI tools like voice‑to‑text can help build pathways to more effective story‑
telling and capturing reports from the field. AI‑powered chatbots can produce a “conversational 
interface” for real‑time engagement between donors and grantees – allowing for quick feedback 
and alignment on goals and visions. AI can also reduce bureaucratic obstacles and the risk of errors 
throughout the funding lifecycle – empowering understaffed nonprofits from the application stage 
to the final report (Beasley, 2023).

With funding secured, AI can also help streamline due diligence and other internal processes. It 
can help match financial patterns and reveal trends, build financial models, automate reporting and 
expense management, and create real‑time summaries, analytics, and visual dashboards around 
grantmaking activities. Foundations can also use AI to reduce the workload of their programmatic 
staff and free space for more direct engagement with grantees. New, creative ways of partnership 
may include capacity building, joint problem‑solving, thought leadership, content sharing, and 
field‑based learning.

At scale, AI can improve equity and inclusivity across the philanthropic sector. AI‑driven plat‑
forms may contribute insights on grantmaking trends and patterns, identify areas for collaboration 
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and improvement, and help devise solutions to complex challenges while encouraging account‑
ability across organizations. For example, using AI to understand the racial and socioeconomic 
demographics of grantees can help root out issues of bias or exclusion in funding decisions. Tech‑
nology can also help facilitate more open and equitable application processes that better align 
priorities between parties and also connect nonprofits to additional grant opportunities.

3.2 Pioneering new models of philanthropic partnership

Foundations play an important role in ensuring that civil society is prepared and empowered to 
harness the potential of AI for advancing human dignity, equity, and justice across the globe. 
Tech‑forward foundations are already developing visionary approaches to empower AI adoption 
across the social sector. Leveraging their proximity to capital, power, and public trust, foundations 
have partnered with civil society to build AI‑enabled resources to advance organizations of all 
sizes and missions.

Three innovations have emerged as core elements of this future‑ready partnership model, which 
foundations are uniquely positioned to scale. These innovations include in‑house teams dedicated 
to building grantee capacity in data management and the applications of AI; collaborative data 
stores for multi‑sectoral collaboration on complex issues like climate change; and ongoing initia‑
tives for fostering diverse technical talent and expanding AI literacy, both in organizations and in 
society at large.

3.2.1 In‑house capacity building and product development

The first innovation shifts away from the traditional model of giving to prioritize pathways for 
ongoing and active collaboration through capacity building, support, and mechanisms for mutual 
learning. In addition to ordinary grant giving, the Patrick J. McGovern Foundation incorporates an 
in‑house team of data scientists, software engineers, product managers, and critically, user experi‑
ence design experts to work directly with grantees as they tackle a range of data and AI challenges. 
These partnerships have not only advanced the overall data fluency of participating organizations 
but have also helped surface ideas for new products, raised common pain points and opportunities 
along the digital transformation journey, and driven the creation of collaborative solutions.

For example, the Patrick J. McGovern Foundation’s Products and Services team fills a criti‑
cal gap in data management and analytical capacity among social sector organizations through 
high‑touch partnerships, informative webinars, peer learning events, and training programs. Past 
iterations of the Foundation’s Accelerator program have focused on topics such as how to use data 
responsibly to safeguard human rights and drive climate action, a collaborative design studio to 
support cross‑organizational collaboration at the nexus of climate and health, and content crea‑
tion around how to both develop and scale effective data strategies and stewardship. Participat‑
ing organizations of diverse backgrounds, sizes, and experience levels receive hands‑on technical 
guidance and partnership to overcome data challenges, build sustainable data environments that 
support robust AI applications, and forge partnerships with like‑minded organizations working to‑
ward similar goals – all while developing internal capacity to seek, receive, and use grant funding 
to build products and tools that advance their mission.

Alongside developing partner capacity, this in‑house team of scientists and engineers works 
closely with stakeholders ranging from peer funders, to government agencies, to private tech‑
nology companies, and grant partners to directly translate civil society insights into practice. 
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With regular input from these communities, they co‑design and build products that directly re‑
spond to community needs that are not served by market‑oriented products. Their work starts by 
identifying a challenge often revealed through lived experience, direct service delivery, and/or 
data from an organization. Next, the teams conduct research and learn from communities, other 
organizations, and product developers who have worked on addressing similar challenges. They 
then devise a “solution plan” and product roadmap, and after undergoing relevant reviews and 
approvals, they build the product for deployment in the field. Through collaborative brainstorm‑
ing, curiosity, and diverse expertise, the team has created a range of valuable products – includ‑
ing a Large Language Model (LLM)‑backed product designed to assist resource‑constrained 
journalists in better engaging with communities on social media. Products in development in‑
clude a financial diligence tool to help foundations mitigate financial risks among grantees and 
an AI‑powered mobile application that generates financial and safety impact predictions for 
climate disasters across the globe. These activities not only produce usable products but also 
build a library of experience‑driven best practices for deploying AI and data solutions. These 
best practices, designed to ensure responsible and ethical outcomes, can then be shared with 
partners and private sector technology companies to guide broader trust and safety initiatives in 
technology development.

3.2.2 Collaborative data stores and standards

Beyond capacity reserves within individual organizations, the social impact sector often faces a 
collective action problem. Despite the abundant data on various global issues, organizations too 
often struggle to leverage it for insight and impact. Part of this challenge stems from the limited ca‑
pacity within individual organizations to manage data properly and leverage it for shared insights. 
Other challenges include the unmet need for shared and interoperable standards for aggregating 
and analyzing data across sectors and geographies. For example, an IMF blog from 2021 noted 
that over 200 standards and frameworks guide the climate disclosure and sustainability reporting 
practices of 40 different countries (Ferreira et al., 2021). The social sector needs a new collabora‑
tive, standardized approach to inspire sustainable data transformation across issue areas.

As organizations become more comfortable managing their data, foundations can provide 
much‑needed support in empowering them to share that data and access additional data from other 
stakeholders across the broader landscape. Collaborative data stores – populated by civil society 
and sustained by philanthropy – can improve our understanding of evolving needs and align objec‑
tives and priorities across sectors and geographies. Global reporting standards for different issues 
can also help improve data interoperability for better insights. At scale, these mechanisms can 
revolutionize our ability to solve global challenges.

In the context of climate change, philanthropy is already starting to support the creation of 
collaborative data stores and standards to improve shared efforts toward mitigation, adaptation, 
and resilience. A partner of the Patrick J. McGovern Foundation, Creative Commons is working 
with multi‑stakeholder partners to support the open sharing of extensive, standardized climate 
data sets through its Open Climate Data project. Creative Commons also facilitates more open 
sharing of research outputs as the norm in climate science via its Open Climate Campaign (Crea‑
tive Commons, 2022; Open Climate Data, 2023). Organizations like Climate TRACE are work‑
ing with philanthropy and global partners to improve inventories on greenhouse gas emissions 
through AI (Climate TRACE, n.d.). Adapting these models of data partnership can help tackle 
challenges beyond climate change – from health crises to poverty to rebuilding infrastructure 
post‑conflict.
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3.2.3 Fostering technical talent and AI literacy

As AI creates new opportunities for profit and economic participation, a small subset of the global 
population has reaped the benefits. Those holding the most significant advantage include Big Tech 
and employees of Big Tech, predominantly hailing from the Global North. The philanthropic sec‑
tor has an opportunity to re‑engineer this dynamic, ensuring that more communities in the Global 
South and marginalized communities across the Global North share in the process and fruits of 
technological innovation. In doing so, they can help infuse both our AI creation and our emerging 
societal infrastructure with principles of equity and justice.

Professional development programs – jointly architected by civil society and philanthropy – are 
one pathway to intentionally fostering a more diverse and inclusive tech workforce. For example, 
AkiraChix is a nonprofit organization that works with philanthropy to build the world’s leading 
source of African female technological talent. Started by female software engineers in Kenya, the 
organization ensures that young women from underserved communities have the resources and 
tools to both prosper in a technical career and live fulfilling lives (AkiraChix, n.d.). Other organiza‑
tions like Per Scholas are working with philanthropy and employers to bridge the digital skills gap 
in the United States. Their robust technical education programs for professionals are easily acces‑
sible and tuition‑free and contribute to creating a more diverse workforce in tech. With over 40% 
of the learners being women and another 85% people of color, their efforts provide a replicable 
model for enabling a more inclusive and representative technology sector (Per Scholas Expands 
Tech Training to Houston, 2023).

Including more communities in the process and benefits of tech creation will also require 
broader AI literacy in society at large. At present, AI literacy rates across the globe remain low; 
for many, improvements are unattainable without improved access to digital tools. A 2021 survey 
cited by the World Economic Forum revealed that 84% of Americans lack literacy in AI (Boyle, 
2021). The situation is even worse in low‑ and middle‑income countries, bringing the global total 
of people offline to 2.6 billion (International Telecommunication Union, 2023). Women are dis‑
proportionately excluded (CSW67 Opening Statement: Digital Rights Are Women’s Rights, n.d.). 
With 60% of our world GDP driven by digital infrastructure, these disparities have rippling effects 
across society, perpetuating legacies of racial, social, and gender‑based inequalities (Azagury, 
2023).

In response, organizations like Team4Tech, a nonprofit impact accelerator, are working to ig‑
nite transformative change. Through integrating digital and AI education across a spectrum of 
programs – including teacher training initiatives on a global scale – Team4Tech is cultivating 
community‑level capacity in both the utilitarian application of AI and its iterative improvement 
(Team4Tech, 2023). For Team4Tech’s program participants, success in an AI‑driven future is at 
reach. However, creating not just AI‑literate but AI‑empowered societies at scale demands broad 
multi‑sectoral support and participation – from philanthropy, governments, the private sector, and 
civil society alike.

3.3 Amplifying the civil society voice and impact

AI and the digital revolution will transform how citizens engage with the political, economic, 
and social structures shaping their lives. In similar events throughout human history, civil society 
played a foundational role in protecting rights and holding new leaders accountable. Civil society 
actors helped shape transitions in leadership after the fall of autocratic and colonial regimes. They 
secured the right to vote for women and other marginalized communities. Still today, civil society 
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works to counter the human and environmental impacts of transnational corporations’ activities, 
fighting to protect the rights of communities across the globe. Civil society’s unique proximity to 
and even experience with the struggles of humanity empower them to tackle the vulnerabilities 
that change creates.

In the context of AI and the digital revolution, however, civil society has faced significant 
limitations in capacity, understanding, and accessible pathways for participation. As a result. the 
ongoing transformation of power caused by emerging technologies has suffered from an evident 
imbalance in who benefits and who is made more vulnerable. According to a 2022 survey from 
Salesforce, only 12% of nonprofits across the globe classify themselves as “digitally mature” 
(Nonprofit Trends Report, 2022). These organizations are not only at a disadvantage when working 
to achieve their own goals but they are also missing opportunities to prepare the communities they 
serve to succeed in a digital future. Traditionally, the philanthropic sector would help build those 
pathways, but their capacity and understanding of AI remain inadequate.

Civil society and philanthropy play unique roles in the AI revolution. It is up to civil society to 
advocate for and protect the rights of vulnerable communities while empowering them to leverage 
the opportunities at hand. It is up to philanthropy to acquire the skills necessary to support civil 
society learning and bolster their efforts. An empowered civil society and philanthropy can help 
ensure that communities everywhere have access to the tools, opportunities, and skills to both 
participate in and design our shared digital future.

3.3.1 Case studies: harnessing the power of AI for impact

The benefits of AI adoption across the social sector range from optimization of internal operations 
to more effective delivery on strategic outcomes. Given their proximity to communities, AI flu‑
ency within civil society organizations can help enable human‑centered AI solutions for long‑term 
impact. The following examples illustrate how civil society is currently working with philanthropy 
to empower communities at the frontlines of vulnerability and tackle global challenges at scale.

In the climate sector, civil society organizations are leveraging philanthropic support to enable 
community‑driven AI development. For example, in‑house technologists at Digital Democracy col‑
laborated with Indigenous Earth defenders to create the Earth Defenders Toolkit. The product in‑
corporates cutting‑edge AI to help communities predict and stop illegal logging and poaching on 
ancestral lands. Similarly, tools like Mapeo help communities map and monitor where environmen‑
tal issues like pollution might have occurred and respond accordingly. This model of partnership ac‑
knowledges the critical wisdom of Indigenous communities as stewards of the earth and emphasizes 
that the most effective solutions center the needs and perspectives of communities at the frontlines 
of the fight. Emily Jacobi, the Co‑Executive Director and Founder of Digital Democracy stated:

The tools we’ve co‑developed with communities and academic researchers have had an 
enormous impact. In the context of pollution – for example – we’ve been able to apply ma‑
chine learning and satellite imagery to figure out where pollution has occurred, and where it 
might not be safe to get drinking water or fish. So what might have seemed like a scientific 
or academic question at first, becomes real life or death guidance for communities on the 
ground – the ones who are living that reality.

 (E. Jacobi, personal communication, September 14, 2023)

In global health, AI has amplified civil society and nonprofit capacity while helping to inform gov‑
ernment interventions and support healthier communities. Khushi Baby, a local health organization 
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in India, has leveraged years of insights from community health workers to develop an integrated 
digital health platform (CHIP) focused on improving maternal and child health outcomes. Now 
used by more than 70,000 government health workers, the platform provides critical health services 
to 40 million people and has expanded to incorporate immunization services, treatment for noncom‑
municable diseases, and public health surveillance. The organization now leverages the platform 
to provide technical support to the Department of Health and Family Welfare in the Government 
of Rajasthan. It is scaling to other Indian states while contributing data to advance precision health 
care across communities. The CEO and Co‑Founder of Khushi Baby, Dr. Ruchit Nagar, stated:

There is a lot of enthusiasm in public health around the potential applications of AI and data. 
At Khushi Baby, we hope to see a future where both health workers and health officials alike 
feel empowered to speak to their data, to ask questions of it, and to learn in collaboration 
with others. This level of success requires a broader public health ecosystem that is dedicated 
to supporting all stakeholders in the health space – from government officials, to frontline 
community health workers, to patients – with appropriate quality controls and oversight.

(R. Nagar, personal communication, September 11, 2023)

As AI introduces new threats to the survival of our democracy, a digitally informed and AI‑em‑
powered civil society is equally critical to help strengthen democratic infrastructure for the future. 
For instance, the CyberPeace Institute partners with philanthropic actors and other multi‑stake‑
holder organizations to combat digital threats against humanity, focusing on vulnerable communi‑
ties, supporting nonprofits to enhance their cybersecurity posture, and monitoring the enforcement 
of global laws and norms around responsible behavior in cyberspace. The tools they have built 
are uniquely human‑centered. Designed with an intimate understanding of the dangers that both 
development and humanitarian nonprofits, as well as human rights defenders, face, they enable 
reporting, collection, and analysis of dangers and abuses – a critical piece of a thriving democ‑
racy – while protecting civil society from malicious actors, creating knowledge and awareness, 
and building capacity for long‑term cyber resilience. Francesca Bosco, the Chief Strategy and 
Partnerships Officer at the CyberPeace Institute, stated:

Despite the opportunities, technologies like AI have the potential to create new risks and 
vulnerabilities in the realm of cybersecurity. This is especially true for civilians, human 
rights defenders, and development and humanitarian workers, caught in the crossfires of 
geopolitical conflicts, natural disasters, and other systemic risks. At the CyberPeace Insti‑
tute, we believe these same tools — if combined with robust laws and policies that are based 
on human rights and responsible behavior — can help ensure that every person on the planet 
enjoys safety, freedom, equity, and dignity in a digital age.

 (F. Bosco, personal communication, September 17, 2023)

3.3.2 A new social compact for digital justice

The present discourse on ethical technology – or ethical AI – reduces a conversation about norma‑
tive ethics to one of applied decision‑making – that is, AI becomes a tool to achieve different goals. 
The private sector regards it as a tool for profit and process optimization. Governments perceive it 
as a tool to increase efficiency and reduce bureaucratic errors in public service. The social sector 
is beginning to leverage the opportunities of AI to accelerate its goals for impact and empower 
communities too often excluded from the benefits of technological progress. As AI becomes fully 
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embedded into society, it is increasingly vital that we understand humanity’s role in the power 
transformation at hand. Humans decide whether we use AI to perpetuate and intensify the unjust 
status quo or build a new ethical society – defined by the foremost values of today. The latter path‑
way both leads to and cements a commitment to digital justice.

Scholars at the World Economic Forum have defined digital justice as a righting of “past 
wrongs” or harms that a particular person or group of persons have undergone in the digital space, 
from bias and discrimination to exploitation and reputational injury (Warren et al., 2021). Correct‑
ing such harms might involve providing access to some redress mechanism or recourse determined 
via due process. Alternatively, the Detroit Digital Justice Coalition defines digital justice more 
broadly, elevating four key principles: access, participation, joint ownership, and healthy com‑
munities. The coalition emphasizes the importance of integrating into the digital ecosystem all 
those who have been “traditionally excluded from and attacked by media and technology” (Agui‑
lar, 2015). Both definitions are rooted in fundamental human rights – the right to freedom from 
harm, the right to communication and self‑expression, and the right to human dignity, or digital 
dignity – the cornerstone of digital justice.

The philanthropic sector must work with civil society to advance digital justice – including AI 
justice – in society. However, their partnership has the potential to not merely right past wrongs or 
create equitable access and opportunity in the digital space, but to build community‑driven plat‑
forms of power that replace a historically flawed system with a transformative system that embeds 
human values more deeply into our technological and social framework. It demands a new social 
compact in which the social, public, and private sectors unite to share tools and capabilities, cre‑
ate robust standards for design and decision‑making, and distribute the benefits of technological 
progress to every person on the planet.

To realize this vision, philanthropy can work with civil society to create a shared vernacular 
for advocacy and pave new pathways to shape AI implementation and governance. Supported by 
the Patrick J. McGovern Foundation, organizations such as the Center for Artificial Intelligence 
and Digital Policy and The Future Society, among others, are leading the way (CAIDP, n.d., The 
Future Society, 2016). As they convene transnational policymakers, AI experts, and civil society 
leaders to advance conversations for human‑centered governance of AI, these groups are build‑
ing new mechanisms for institutional innovation, critically examining the implementation of AI 
policy frameworks, and producing targeted policy recommendations that promote human dignity 
and justice in an AI era.

At scale, establishing new pathways for impact and social norms to guide the AI revolution is 
a fraught and complex multi‑stakeholder process – but philanthropy and civil society must play a 
critical role in bridging the gap in AI product and platform ownership – to ensure that communities 
become not just users but architects of our digital future. Digital access and literacy are just the first 
steps. A united, tech‑forward, and visionary social sector can help communities move beyond digital 
literacy to digital agency – to self‑advocate, to create tools that capture their human aspirations and 
social mission, and to participate in and shape the digital ecosystem. As they step into their rightful 
position as architects, people everywhere will have the power to cement community values in our 
AI‑enabled future, bolstered by new systems and structures perpetuating those values across society.

4 Practical recommendations and a roadmap for the future

The pathway to civil society leadership in the AI era will require ongoing commitments and buy‑in 
from philanthropy and civil society organizations. This chapter has demonstrated the benefits of 
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social sector fluency in AI – to empower civil society and philanthropy and ensure that emerging 
technologies are designed and regulated to protect human interests and dignity. New technical 
understanding can strengthen their capacity to work in tandem with public and private leaders 
for community‑centered objectives. From broad‑based internet connectivity to increased access 
to critical technologies, aligned efforts can help expand pathways to digital opportunity for all 
communities. At scale, a digitally empowered civil society can work with communities across the 
globe – to build new tools that directly address their needs and, ultimately, shape the social trans‑
formation happening because of AI.

The practical guidance below can help advance the efforts of individual organizations along 
their digital empowerment journey. Through broad‑based collaboration, the social sector can help 
alter the trajectory of the AI revolution and help achieve a more equitable, just, and human‑cen‑
tered future for all.

4.1 Digital transformation across the social sector

Today’s social sector has a unique responsibility to proactively acquire newfound capacity, 
skills, and resources to harness the possibilities of AI for human progress. Visionary, aligned, and 
tech‑forward foundations can provide their grantees a critical ecosystem of support, champion‑
ing human‑centered technological creation, use, and governance across civil society. Rather than 
one‑off, isolated interventions, it requires sustained commitments, sharing tools and best prac‑
tices, and ethical standards. Across the sector, it demands courage – to learn, grow, and evolve 
in response to the changing digital space. Philanthropy and civil society can solve previously 
insurmountable challenges and embed values of human agency, dignity, and participation into our 
AI‑enabled future.

4.1.1 Embarking on digital transformation as a philanthropy

Building internal capacity to understand and use these tools effectively is the first step for foun‑
dations. This may require upskilling and reskilling initiatives to ensure a foundational level of 
digital and AI literacy across all teams. As goals, technologies, and priorities evolve – both within 
foundations and across the social sector – executive leadership should not only make continual 
learning opportunities available but also incentivize employees to update their knowledge base 
regularly. Similarly, foundations can work together to create shared learning platforms for the 
entire sector, complete with best practices and generalizable toolkits, networks of digital ex‑
perts and advisors for common pain points, and mentoring opportunities for each other and their 
grantees.

Foundations should also invest in developing organization‑wide ethical guidelines and expecta‑
tions for using AI and data specific to their needs and context. Various resources can help guide 
these efforts, whether among boards of directors, executive leadership, program teams, or beyond. 
For example, Vilas Dhar’s LinkedIn course on “Ethics in the Age of Generative AI” provides a 
step‑by‑step framework for everything from responsible data management to effective communi‑
cation principles around AI (Dhar, 2023). As the most widely viewed course on ethics in the age 
of generative AI, it provides a baseline for integrating ethical AI principles and practices within an 
organization. As new needs arise, the respective leaders, in‑house technical experts, and DEI pro‑
fessionals within each organization should regularly revisit and tailor their principles for relevance 
and troubleshooting – guided by feedback from the teams and grantees they serve.
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4.1.2 Driving digital transformation among grantees

Once internal transformation is achieved, foundations can transfer that technological know‑how 
to civil society to help harness their passion, knowledge, and strength for good. Foundations may 
support nonprofit actors through tools such as “large, unrestricted grants” so that nonprofits can 
disburse funds as needed without preset limitations (Fleming et al., 2023). These grants can, in 
turn, help accommodate investments in technology or in‑house technical staff. They may also en‑
able the creation of professional development programs to train teams across the organization in 
responsible stewardship and management of data for impact.

Although unrestricted grants constitute a notably “rare” practice in grantmaking today, findings 
reveal that they can spur digital transformation within nonprofits (Fleming et al., 2023). A recent 
study by the Center for Effective Philanthropy and Panorama Global demonstrated the early im‑
pacts of significant, unrestricted funds from MacKenzie Scott to be “dramatically and profoundly 
positive,” allowing “more innovation and risk‑taking” (Buteau et al., 2022). Researchers then 
cross‑examined their findings against another group of 21 U.S.‑based Ballmer group grantees who 
received large unrestricted grants in 2017 that were dispensed across five years. Program‑specific 
impacts included increased investments in digital delivery innovations and scaling of programs. 
The report also revealed that 89% of grantees applied the funds to core operations improvement, 
including data systems strengthening, fundraising, and staff development (Fleming et al., 2023). In 
the AI era, these findings call for philanthropies to take more risks and provide flexible support that 
allows nonprofits to upgrade internally via incremental technology adoption or organization‑wide 
digital transformation.

For nonprofits already advanced in their digital understanding, trust‑based, unrestricted support 
can empower ongoing innovation and adaptation to community needs. Girl Effect is an interna‑
tional nonprofit that builds tech to help girls make informed choices and changes during their 
critical years of adolescence (Effect, 2022). Reaching millions of girls across Africa and Asia, they 
are developing AI‑integrated chatbots with and for adolescent girls and young women that provide 
more personalized and tailored responses to questions about sexual and reproductive health infor‑
mation and services, among other topics. This includes their Big Sis chatbot in South Africa, Bol 
Behen chatbot in India, and WAZII chatbot in Kenya.

In a recent interview with the Patrick J. McGovern Foundation, Karina Michel, Girl Effect’s 
Chief Creative and Technology Officer, reiterated the importance of funders who are “willing to 
take a bet” on their grantees (K. Michel, personal communication, August 22, 2023). She empha‑
sized that funders with less familiarity and comfort with technology are less likely to invest in 
tech‑inspired ideas or recognize the monumental expense of backend infrastructure that allows 
nonprofits to maintain their digital systems over time. However, philanthropies that have taken 
that first step toward digital fluency are more readily aligned with visionary risk‑taking across 
the social sector. Through unrestricted funds, they can help reduce the infrastructural burden and 
costs of those risks on grantees themselves – enabling the creation of new products, platforms, and 
ongoing data analysis.

In addition to providing funding, digitally savvy foundations might support grantees through 
more active partnership as they experiment with and apply new technologies. The philanthropic 
partnership innovations we previously described – including formalized capacity‑building services, 
product development support for new ideas, or even ad hoc technical consulting – can play a criti‑
cal role in empowering digital transformation across the social sector. With easy access to trusted 
expertise in digital and AI systems and the flexibility to take risks, grantees will have more opportu‑
nities to build foundational capacity and also innovate according to their own needs and objectives.
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4.2 Global ethical frameworks for AI

While establishing organizational standards for ethical practices around AI and data is essential, 
sector‑wide collaboration and goal‑setting are critical to keeping all stakeholders accountable. 
Philanthropy can play a key part in convening stakeholders across the social, public, and private 
sectors. Together, these stakeholders can set benchmarks for open sharing of data and access to 
compute, inform national policies and practices for AI creation and use, and build common re‑
sources for support and learning along the digital journey.

The Centre for the Fourth Industrial Revolution Centre for Trustworthy Technology models 
multi‑stakeholder collaboration between philanthropy, business, government, civil society, and 
academia to advance ethical principles for trustworthy technology. Launched in June of 2023 and 
supported by the Patrick J. McGovern Foundation and Deloitte, the center builds on foundations 
of expert thought leadership around emerging technologies like AI, digital reality, blockchain, the 
metaverse, and quantum computing. Their mission is to develop frameworks and tools to promote 
the ethical development and use of technology, with principles of inclusion, diversity, equity, and 
environmental sustainability at its core (World Economic Forum Launches the Centre for Trust‑
worthy Technology, 2023). Other initiatives, such as the AI Governance Alliance at the World 
Economic Forum, convene multi‑stakeholder actors to support the development of responsible 
and transparent AI systems, foster innovation, and promote inclusive and values‑driven progress 
across the AI landscape (AI Governance Alliance, n.d.). Both efforts are supported by philanthropy 
and demonstrate the critical importance of cross‑sector partnerships for greater accountability, 
broader reach, and sustained impact.

Philanthropy has also helped support the creation and implementation of global frameworks 
and institutional standards for responsible and ethical AI. One example is the UNESCO Recom‑
mendation on the Ethics of Artificial Intelligence – the first global standard for AI ethics (United 
Nations Educational, Scientific, and Cultural Organization, 2022). Developed to preserve human 
rights and dignity, this body of work emphasizes values such as diversity, inclusion, and peace. It 
also names more targeted and actionable principles of fairness and nondiscrimination, transpar‑
ency and explainability, right to privacy, human oversight, and beyond. UNESCO applies the 
values and principles to critical policy action areas – ranging from gender equity, to health and 
education. The Patrick J. McGovern Foundation is now working with UNESCO to operational‑
ize their recommendations further and increase public sector capacity in the Global Majority to 
engage with AI in ways that support civil society and empower communities.

4.3 Taking action with urgency

The AI race has already begun, and the social sector is struggling to keep pace. For the select few 
dominating the AI landscape in the private sector, AI is creating new pathways to increase profit, 
optimize operations, and meet consumer preferences. These capabilities can have profound impli‑
cations for community empowerment – from improved health outcomes to more efficient public 
service delivery and data‑driven policies for a more just and equitable society. However, civil 
society must first gain a seat at the table, not merely as a participant but as a leader and architect 
of the conversations at hand. With aligned and intentional effort, philanthropy is well‑positioned 
to help secure its seat.

Throughout this chapter, we shared critical interventions for philanthropy to propel civil so‑
ciety forward into the AI and digital landscape. First, foundations must educate themselves and 
overcome their barriers to digital transformation and AI adoption, leveraging not only their access 
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to resources but also the broader network of forward‑thinking foundations already building acces‑
sible inroads into this space. Next, foundations must work hand‑in‑hand with civil society to drive 
social sector transformation at scale. They can achieve this goal by integrating AI to optimize their 
interactions with grantees and by implementing new mechanisms of active partnership. Founda‑
tions can also help amplify civil society voices in public decision‑making by working with them 
to create a shared language for community advocacy and a broad‑based understanding of digital 
justice. Finally, we identified practical steps every stakeholder in the social sector can take to en‑
sure a human‑centered AI future.

AI brings profound opportunities – and responsibilities – to philanthropy in the unfolding of 
our digital future. The words of Dr. Martin Luther King Jr. from decades ago invite new meaning 
today: the world is faced with a “fierce urgency of now” – in which our present decisions and ac‑
tions will shape our future. With renewed alignment between philanthropy and civil society, we 
can harness AI to finally achieve that hailed promise of a digital economy and, ultimately, bend the 
arc of our AI‑enabled world toward justice for all.
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1 Introduction

Despite its transformative economic and social outcomes, artificial intelligence (AI) is faced with 
several operational, legal, and ethical challenges (Ntoutsi et al., 2020), mainly associated with al‑
gorithm robustness (Dietterich, 2019), explainability (Confalonieri et al., 2021), and biases (Osoba 
et al., 2017). However, as reported by Percia David et al. (2023), AI seems to be still largely in its 
infancy and may be decades away from becoming a mature technology. Despite concerns and room 
for improvement, the opportunity for a bright AI future exists. Navigating toward the betterment 
of AI implies engaging in a critical reflection that builds on the lessons learned and experience 
of computer revolutions from their start in the late 1960s (Levy, 2010). While computer systems 
development was mainly driven by closed source and intellectual property (IP)‑protected software 
at the time, an open‑source community developed early on. This open‑source movement was ini‑
tially seen as fringe and utopist, as it introduced a new form of IP, which would primarily require 
sharing software code and crediting code authors1 in a non‑exclusive non‑rival economic regime, 
instead of extracting profit from exclusive, rival goods (Tirole & Lerner, 2002). The open‑source 
movement led to the disruption of large parts of the software industry, from operating systems 
(Moody, 2009), to the Internet (Zittrain, 2009), to cryptography (Landau, 2022), to the World Wide 
Web (Benkler, 2011), and eventually impregnating the world of commercial software (Fitzgerald, 
2006). The dominance of open‑source software has culminated since Microsoft acquired GitHub, 
the prime open‑source online development platform, in 2018. Reflecting on how past technology 
development has been well managed and how it has failed in its social outcomes is informative to 
establish a sustainable development path for AI, under economic, social, and ethical constraints.

Inspired by the open‑source software (OSS) movement, we posit that two interacting mecha‑
nisms are key to the sustainable betterment of AI. First, collective intelligence (CI), embodied 
by peer production – composed of task self‑selection, peer review, and transparency (Benkler, 
2002) – plays the role of democratized control over the development of AI systems, while also 
boosting innovation, through decentralized, modular, and creatively destructive dynamics (Mail‑
lart et al., 2008). Second, the open‑source movement has allowed a strong culture of altruism, born 
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from the imperative of collective action to overcome significant challenges in complex environ‑
ments (Ostrom, 1990). It also grew largely with the recognition of software programming as a 
form of art (Bonaccorsi & Rossi, 2004), whose practice stems largely from intrinsic motivation 
(Ryan & Deci, 2000; von Krogh et al., 2012).

In this chapter, we critically reflect on the development of AI by drawing from the concrete exam‑
ple of AIcrowd,2 an AI startup that has heavily bet on peer production, intrinsic motivation of a sense 
of community, with emphasis on fun and a strong drive for social good. Namely, AIcrowd proposes 
challenges offered by its paying customers or for free by not‑for‑profit organizations for its 68k+ 
community members to tackle. During challenges, contributors can submit and test for performance 
as many AI models as they wish. The winners receive a monetary or in‑kind prize at the end of the 
competition period. Participants may also be offered to be co‑authors of research papers to be posted 
to, e.g., arXiv.org or submitted to a computer science conference, such as NeurIPS, the famous AI 
scientific conference (competition track). If accepted, the lead authors are invited to attend the con‑
ference with all fees covered. AIcrowd is therefore walking a thin line combining extrinsic motiva‑
tion and competition (i.e., competition for a prize and potential royalty proceedings from paying 
use of AI models down the road), intrinsic motivation (i.e., sense of achievement in a fun and social 
online environment), cooperation, and a sense of purpose. The latter sense of purpose is powerful 
with challenges organized free of charge for not‑for‑profit organizations (e.g., International Telecom‑
munication Union – AI for Good or the United Nations). By investigating the AIcrowd community 
as a heterogeneous set of engaged individuals fueled by various incentives, we investigate how the 
selfless philanthropic side of people acting collectively, through their cooperation and competition at 
once, brings more ethical value to AI, enhancing cooperation, utility, robustness, and transparency.

2 Background

To envision how altruistic collective intelligence could benefit from the development of AI, we 
consider how the open‑source movement has durably shaped the development of software, which 
is the most important precursor technology of AI together with abundant data and the development 
of specialized hardware, such as graphical processing units (GPUs) chips.

2.1 How altruistic collective intelligence has shaped the digital revolution

The open‑source “hacker” movement (Levy, 2010) and the peer production approaches (Ben‑
kler, 2002), characterized by the collaborative efforts of individuals working voluntarily toward a 
common goal, have significantly contributed through history to alleviating operational, organiza‑
tional, and ethical challenges in software development. Operationally, peer production facilitated 
the rapid identification and resolution of bugs and the enhancement of software features through 
the diverse expertise of contributors, leading to more robust, reliable, and adaptive software (Ray‑
mond, 1999; Maillart et al., 2017). Organizationally, it democratized key development processes, 
breaking down barriers to entry and allowing for a more inclusive group of participants, which in 
turn fostered innovation and accelerated development cycles (Bosu et al., 2017). One overarching 
example of the influence of the open‑source movement on the development of software devel‑
opment practices is GIT (Loeliger & McCullough, 2012), a distributed control version system 
invented by Linus Torvald in 2005, that has become the technical backend of widely used social 
coding platforms, like GitHub and GitLab.

Ethically, the open‑source approach has encouraged transparency and accountability, as the 
open review process ensured that code was scrutinized by a broad community. This openness 
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helped in identifying and mitigating biases or unethical uses of software, aligning development 
practices more closely with societal norms and values (Coleman, 2012; von Krogh et al., 2012).

The open‑source movement has indelibly shaped the software and hardware development land‑
scape, embedding principles of transparency, collaboration, and accessibility deeply within the 
fabric of technological innovation. It marks a pivotal shift from the exclusivity of proprietary sys‑
tems toward a more democratized approach to technology creation and dissemination. The genesis 
of the open‑source movement can be linked to the collaborative ethos among early computer sci‑
entists and hobbyists who believed in sharing software openly as a means to foster innovation and 
solve problems more efficiently. In his book Hackers: Heroes of the Computer Revolution (2010) 
on the history of the hacker culture, Steven Levy highlighted the commitments of this burgeoning 
community to openness, information, and sharing. This period laid the groundwork for developing 
major open‑source projects that would later revolutionize the technology sector.

The influence of open‑source principles became more pronounced with the development of 
foundational operating systems, notably the Linux kernel, spearheaded by Linus Torvalds in 1991. 
Moody’s exploration (2009) of open‑source operating systems illustrates how this model disrupted 
the traditional software development paradigm, enabling a global community of developers to 
contribute to and improve existing codebases. This collaborative approach not only accelerated 
innovation but also ensured that software could be modular and adaptive (Maillart et al., 2008), as 
such, more secure, reliable, and adaptable to the needs of diverse users.

The expansion of the Internet and the World Wide Web further exemplified the power of 
open‑source methodologies. Jonathan Zittrain (2009) and Barbara van Schewick (2012) have dis‑
cussed how Internet’s open architecture facilitated an unprecedented level of innovation and crea‑
tivity, allowing individuals and small teams to create impactful technologies without the need for 
substantial resources. The invention of the World Wide Web by Tim Berners‑Lee at CERN, who 
made this technology available on a royalty‑free basis, epitomizes the ethos of the open‑source 
movement, democratizing access to information and enabling the explosive growth of online con‑
tent and services.

Cryptography, as explored by Susan Landau (2022), is another area where open‑source princi‑
ples have been instrumental. The move toward open cryptographic standards and the public shar‑
ing of encryption algorithms have significantly enhanced security and privacy in the digital age, 
underscoring the movement’s role in building trust and safeguarding freedoms online.

The culmination of the open‑source movement’s integration into the commercial sector was sym‑
bolized by Microsoft’s acquisition of GitHub in 2018. Once seen as antithetical to the open‑source 
ethos, major corporations have now largely embraced open development practices, recognizing 
the value of community‑driven innovation (yet without relinquishing proprietary, closed source 
code). The GitHub acquisition by Microsoft, as discussed by Brian Fitzgerald (2006), marks a 
significant acknowledgment of the impact of the open‑source model on commercial software de‑
velopment, highlighting a shift toward more open, collaborative, and transparent practices associ‑
ated with increased competitiveness for firms (Nagle, 2018) and even for nations (Nagle, 2019).

2.2 Altruistic collective intelligence is a form of philanthropy

At the root of the open‑source movement is collective intelligence (CI). CI refers to the shared 
knowledge, expertise, and problem‑solving capabilities of a group or community of individu‑
als (Malone, 2019). It is the idea that the collective wisdom of a group and their collective 
 decision‑making can bring additional performance to that of any single member within the group: 
CI emerges when people collaborate, share information, and pool their insights and abilities to 
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tackle complex problems, make decisions, or create innovative solutions. Deeper, CI is best pre‑
dicted by social interactions (Kim et al., 2012) and the capacity to sense the emotional states of 
others through non‑verbal social cues (Woolley et al., 2010). The CI concept has become par‑
ticularly relevant in the digital age, where technology and connectivity enable large and diverse 
groups to collaborate and generate insights and solutions collectively (Benkler, 2011).

When predominantly relying on intrinsic motivation (Ryan & Deci, 2000), CI can be seen as 
a form of philanthropy, albeit in a non‑traditional sense. While philanthropy typically involves 
the individual donation of financial resources or volunteering time to support charitable causes 
directly through the provision of individual skills, CI offers a different kind of contribution, which 
is collective, integrative, and, most importantly, involves the mobilization of empathy (Woolley 
et al., 2010). Hence, the philanthropic contribution lies primarily in how it proceeds and deliv‑
ers value collectively, by leveraging people’s inner social capabilities (Dunbar, 1998). In fine, it 
enables collective action to overcome significant challenges and strive in adverse environments 
(Ostrom, 1990).

CI involves harnessing the wisdom, knowledge, and expertise of a diverse group of individu‑
als to address complex problems, make informed decisions, or create innovative solutions (Hong 
& Page, 2004). In essence, CI is a form of giving back to society through the productive colli‑
sion and integration of intellectual capital (Engel & Malone, 2018). By collaborating and pooling 
their collective knowledge, people can collectively benefit others by solving challenges, advanc‑
ing research, or improving decision‑making in areas such as science, technology, and governance 
(Fink, 2018). CI is even thought to provide answers to how humankind should consider tackling 
global catastrophic risks (Yang & Sandberg, 2023). In this sense, the act of contributing individual 
insights and expertise to collective efforts can be seen as a valuable and altruistic form of philan‑
thropy, one that goes beyond financial donations and embodies the spirit of communal support for 
the greater good. As for contributing, collaborative giving elicits similar intrinsic rewards, and 
the “whole is more than the sum” financial contributions (Proulx et al., 2023), while also pos‑
sibly producing the “whole is more than the sum” (Sornette et al., 2014) through peer production 
(Benkler, 2002).

2.3 Outstanding challenges in AI and how altruistic collective  
intelligence can help with a dose of competition

As we stand on the brink of a fundamental reshaping of many facets of human life by AI, the 
lessons from the open‑source movement are more pertinent than ever. The principles of transpar‑
ency, collaboration, and ethical responsibility that have driven the open‑source movement can, and 
already largely, serve as guiding lights for the development of AI technologies. By fostering an 
open AI ecosystem, we can encourage a broad and diverse community of developers, ethicists, and 
users to contribute their perspectives and expertise, thereby ensuring that AI technologies are not 
only advanced but are developed in a manner that is socially responsible, inclusive, and aligned 
with human values.

Moreover, the OSS model can address some of the most pressing concerns in AI develop‑
ment, including biases, transparency, and accountability, in the same way OSS has helped alleviate 
similar problems for previous information technology developments. By making AI algorithms 
and datasets publicly available, the community can facilitate scrutiny, peer review, and iterative 
improvement, ensuring that AI systems are fair, reliable, and understandable. This collaborative 
approach to AI development has the potential to democratize AI innovation, making it accessible 
to a wider range of stakeholders and enabling solutions that are tailored to a variety of social, 
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economic, and environmental challenges. However, in AI development, benchmarks serve as com‑
putational Olympic arenas, where algorithms and pipelines compete for improvement toward a 
progressively optimal solution or fork through radical innovations. These standardized testing 
grounds for AI evaluation constitute unique tools for combining cooperation and competition, as 
all developers can observe and learn from each other’s solutions to create the next best one. Poten‑
tially serving as one of the major catalyzers of CI within AI, benchmarks are fundamental pieces 
for a future open and democratic AI landscape.

The journey from the early advocacy for open computing environments to the present‑day ubiq‑
uity of open‑source methodologies underscores a fundamental change in how digital technologies 
have been developed, distributed, and perceived. The transformative impact of open‑source prin‑
ciples across various technological milestones offers a compelling narrative that not only charts 
the evolution of technology but also sets a precedent for the development of artificial intelligence 
(AI) in a sustainable, ethical, and inclusive manner.

3 Theoretical framework: altruistic collective  
intelligence contributing to better AI

Altruistic CI is pivotal in advancing and improving AI, as witnessed by the fast advancement of 
worldwide open‑source communities and hubs such as HuggingFace,3 providing new AI tools and 
evaluation benchmarks daily (such as their open_llm_leaderboard). It brings together individuals 
from diverse backgrounds, approaches, and focus areas, each of which contributes unique tools. 
This diversity of thought helps AI developers and researchers consider a wide range of perspec‑
tives and opens the doors for a fruitful peer‑supported exchange, leading to more well‑rounded and 
ethically sound AI systems.

With the increasing complexity of AI systems, ethical considerations have become paramount. 
Altruistic CI fosters discussions and debates around AI ethics, helping to establish guidelines and 
best practices that ensure AI technologies are developed with fairness, transparency, and account‑
ability in mind. An exemplar case is the safety and ethics AI leaderboard hosted at HuggingFace, 
setting standards developed and continuously improved by an open community for evaluating AI 
models (llm‑trustworthy‑leaderboard). CI initiatives can offer valuable feedback on AI systems, 
helping developers identify weaknesses, vulnerabilities, and areas for improvement. This iterative 
process is crucial for enhancing the robustness and security of AI technologies.

Besides model development and testing, AI systems heavily rely on data. By engaging in al‑
truistic data sharing, data annotation efforts, and collaborative‑competitive development of AI 
algorithms, CI can help improve the quality and diversity of training data to mitigate biases, but 
also improve the balance in representing minorities and rare data sources, for example. This col‑
lective data sharing and pruning efforts, in turn, lead ultimately to AI systems that are more ac‑
curate, unbiased, and reliable. In sum, altruistic CI is a source of diverse and rich data, AI models, 
and ethics testing.

Further, as the existence of AIcrowd shows, CI can also contribute to the accelerated develop‑
ment and the betterment of machine learning algorithms and neural networks. Nevertheless, the 
origins of CI performance in AI algorithm development have remained unclear.

We posit that performance is largely due to collective “trial‑and‑error” by teams. Our hypoth‑
esis is that team size, number of submissions, and incidentally waiting time between submissions 
are important, but the diversity of submissions by the same team matters most. The number and di‑
versity of submissions by a team reflect the collective capacity to take risks in accepting that some 
submissions will not overperform the current benchmark of (i) own team submissions as well as 
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(ii) submissions by other teams. We contend that this capacity stems from using foraging‑like ex‑
plore and exploit human search algorithms (Wilson et al., 2014).

As we dive into the data of the AIcrowd Food Recognition Challenge (see Section 4), we focus 
on the structure of cooperation and competition in communities and how the teams achieve per‑
formance during the challenges.

4 AIcrowd: an exemplar case study on altruistic CI for AI

4.1 AIcrowd: democratizing access to AI challenges  
and harnessing collective intelligence

AIcrowd is a pioneering platform at the intersection of data sharing, AI, and CI. As a business, 
AIcrowd operates as a hub that connects problem‑solvers, data scientists, and machine learning 
enthusiasts with organizations seeking innovative solutions to complex AI challenges. Since it 
started, AIcrowd has hosted over 500 challenges and competitions in a wide range of AI sub‑disci‑
plines. Participants from around the world team up, cooperate, and submit their machine learning 
models to solve real‑world problems.

AIcrowd challenges cover diverse domains, from computer vision and natural language pro‑
cessing to robotics and healthcare. The business model thrives on creating a collaborative eco‑
system that allows organizations to tap into the CI of a global community of AI enthusiasts and 
researchers. Through these challenges, AIcrowd facilitates knowledge sharing, fosters innovation, 
and accelerates AI advancements while offering organizations access to cutting‑edge solutions and 
talents. This unique business model positions AIcrowd as a catalyst for collective problem‑solving 
in the machine learning domain.

AIcrowd faces competition primarily from platforms like Kaggle4 – known for its broad range 
of data science and machine learning competitions, Topcoder5 – which connects businesses with 
global developers and data scientists, DrivenData6 – specializing in data science challenges with 
social impact, CrowdAI – focusing on computer vision competitions,7 or Zindi – catering to Af‑
rican‑specific AI challenges.8 These platforms vary in their focus, community, and types of chal‑
lenges they offer, creating a dynamic landscape for AI competitions and CI in the field.

AIcrowd sets itself apart from competitors by emphasizing fostering a collaborative AI com‑
munity and diverse problem domains. Unlike competitors, AIcrowd encourages open knowledge 
sharing and collaborative learning, creating a strong sense of CI among participants. Its challenges 
cover a wide array of AI fields, addressing real‑world problems faced by organizations and making 
it practical and industry‑oriented. AIcrowd also actively collaborates with academic institutions 
and research organizations, promoting and leading cutting‑edge AI research that emerges from the 
community breakthrough offered solutions. These aspects distinguish AIcrowd as a platform not 
only for innovation but also for nurturing a culture of open learning and sharing, and collective 
problem‑solving in the AI community, making it unique in the field of AI challenge business.

4.2 The AIcrowd Food Recognition Challenge

In the landscape of modern AI‑driven challenges, the AIcrowd Food Recognition Challenge stands 
out as a compelling endeavor9 with implications spanning different sustainability matters such 
as SDGs 3 (good health and well‑being) or 2 (zero hunger). This challenge revolves around the 
intricate task of recognizing food items from images, a capability that could empower individu‑
als to effortlessly monitor their dietary habits by merely photographing their meals, providing 
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a powerful tool for personal health management and nutrition tracking (Mohanty et al., 2022). 
Beyond personal applications, the challenge’s focus on food recognition holds substantial medical 
relevance, addressing a long‑standing methodological need in research studies. Traditionally, such 
studies relied on low‑scale and imprecise food frequency questionnaires. This challenge harnesses 
the power of CI and AI to provide improved and scalable detection solutions.

A core element of CI in this challenge is the collaborative annotation process. The dataset used 
in this competition is a collection of images and a rich repository meticulously annotated with 
segmentation, class‑belonging, and weight/volume estimation of individual food items.10 This an‑
notation effort harnesses the collective wisdom of contributors, ensuring the quality of the dataset 
and enhancing its utility (Mohanty et al., 2022). The Food Recognition Challenge is by no means 
unique in that regard. Most recent advances in AI have been possible through highly annotated 
datasets and evaluation benchmarks, using some form of crowdsourcing for collaborative build‑
ing and benefiting from a standardized and open ground for model evaluation and optimization. 
Cases such as the transformative ImageNet challenge illustrate the power of CI for AI, an iconic 
benchmark competition that has significantly advanced image recognition datasets, research, and 
AI solutions widely used today, such as the AlexNet, VGG, and ResNet (Deng et al., 2009).

Beyond annotation, the Food Recognition Challenge encourages the development of new 
machine learning models. Participants are invited to submit their innovative algorithms and ap‑
proaches, creating a forum for collective problem‑solving. By pooling together diverse talents and 
perspectives in both the annotation and AI development parts, the Food Recognition Challenge ex‑
emplifies the principles of altruistic CI. The design of the challenge is an example of best practices 
in the pursuit of solutions for good and for the resolution of intricate problems.

The inner mechanisms of how performance emerges from coopetition, i.e., a subtle equilibrium 
between collaboration and competition, have remained unclear. While coopetition enjoys some 
popularity in the context of industrial organization (Bouncken et al., 2015), it is also applicable to 
collaborative communities (Gulley & Lakhani, 2010). Here, we investigate the fine‑grained origins 
of performance in developing AI algorithms in the context of the Food Recognition Challenge.

4.3 Mapping collective intelligence dynamics of  
the AIcrowd Food Recognition Challenge

4.3.1 Data and method

To understand how team dynamics evolved throughout the Food Recognition challenge (2021–
2022), we studied anonymized data on timestamped11 solution submissions annotated by:

1 Round type (challenge versus benchmark)12;
2 Round identification (ID) number (1–4, 1–2)13;
3 Anonymized participant ID;
4 Anonymized team ID;
5 Solution precision score (proportion of true positive predictions among all positive predic‑

tions); and
6 Submission latency (in days, zero being the start of each challenge round).

To comprehensively visualize and analyze team activity across the entire challenge (challenge 
rounds and benchmark rounds), we structured this data in a bipartite network14 (see Figure 21.1) 
capturing the relationships between teams (white dots) and submissions (dark dots), weighted by 
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the precision of the solution (gray lines), as systematically evaluated by AIcrowd. The temporal 
evolution of the team submission was obtained by slicing the core bipartite network per round (one 
to four challenge rounds, one to two benchmark rounds; see Figure 21.2).

Upon visual inspection (see Figure 21.1), we find evidence of activity heterogeneity: some 
teams displayed strong engagement through their submission activity (i.e., a high number of sub‑
missions – many dark dots in dense circular clusters). Conversely, other teams sparsely contrib‑
uted, with a low number of submissions (sparse blue dots, scattered). Additionally, some teams 
display an additional layer of heterogeneity in their activity patterns: although all circular cluster 
teams submitted enough to create a dense cluster, some teams submitted significantly more solu‑
tions and benchmarked their performance more frequently, while others submitted less solutions 
(fewer dark dots; smaller clusters).

We propose that team submission density in the network could be a behavioral indicator for 
potential hubs of CI emergence through coopetition in the benchmarking of submissions open to 
the entire community. In other words, densely clustered teams cooperate between members and 
compete against themselves and other team submission. The entire network thus interacts (hub), 
engaging in a CI‑generating behavior altogether. Real‑time standardized evaluation (benchmark‑
ing) could be fundamental for indicating the status of the collective, accessing knowledge and 
pipelines developed by others, and, therefore, fostering CI coopetition. As all community members 
are informed in real time about the performance and algorithms of others, cooperation and compe‑
tition fuel the emergence of innovative and ever‑improving solutions.

Next, we considered the teams’ submission dynamics during the challenge: Figure 21.2A shows 
how performance arises for each team and across the four rounds of the challenge.

Figure 21.1  Bipartite network of relationships between teams and submissions as weighted by precision 
scoring.
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Further visual inspection suggests that teams with high and low numbers of submissions at each 
round can achieve both good and bad performances (high heterogeneity – visualized by color gra‑
dient). Additionally, the number of submissions per round does not directly indicate overall per‑
formance. For example, team c that won the Food Recognition Challenge submitted their winning 
solution in round 2, while they submitted most solutions during rounds 1 and 3 (61 submissions in 
round 1, 46 in round 2, 60 in round 3, and 2 in round 4).

Contrary to other teams, such as a, b, and d, participating in single rounds, team c showed a pro‑
tracted engagement across all rounds. For teams participating in several main rounds (i.e., challenge 
rounds), an overall increase in both solution precision and number of submissions can be observed 
in consecutive phases (rounds 3–4 display more submissions compared to rounds 1–2). Additionally, 
during challenge rounds, the performance of submitted solutions within teams shows high variabil‑
ity: while some teams, such as a and b, submit solutions with a similar level of precision across trials, 
submissions by other teams, such as c and d, show a high degree of variability across trials.

Among these, team c provided the best solution to the challenge, with a precision of 0.62 (and 
recall of 0.88),15 a high score considering the stringent food identification criteria set by AIcrowd 
for this challenge (c.f., footnote 7 for reading all details at the AIcrowd website). Team d, partici‑
pating in rounds 1 and 2 (2 submissions in round 1, 117 in round 2) and displaying a high‑perfor‑
mance variability, was the second‑best team, with their top solution having a precision of 0.59 (and 
recall of 0.82). Conversely, the overall submission precision in the benchmark phase was visibly 
lower than during the challenge phase.

Figure 21.2 Network slice by submission rounds, in challenge and benchmark phases.
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This was due to the post‑challenge re‑definition of both the dataset and task requirements 
(among which, amount of food types to be identified) toward continuous development of the AI 
solution after an initial successful competition (challenge rounds 1–4). Despite the decrease in per‑
formance (caused by performance metric redefinitions from challenge to benchmark phases), an 
improvement in submission precision is still observable between phases 1 and 2 of the benchmark. 
This suggests that award expectation, which was present during the challenge phase but absent 
during benchmarking, is not the sole driver of continued coopetition.

To systematically understand the recipe of successful CI dynamics, we modeled maximum 
precision (dependent variable) by team and round across the competition, using a standard linear 
regression model (see Figure 21.3A–B). As regressors (independent variables), we considered:

1 The number of submissions by team and round (proxy for how active a team is in testing 
solutions);

2 The number of submitters per team (indicating how many different participants are active 
submitters testing solutions in parallel);

3 The standard deviation of the precision across submissions (proxy for their trial‑and‑error 
progress variation and thus appetite for risky trial and fail);

4 And the standard deviation of the waiting time between two submissions (metric of how much 
time it took to develop a given submission).

These independent variables were individually examined for their contributions to the maximum 
precision. Prior to modeling, we ensured that these predictors did not display collinearity (VIF 
score, Figure 21.3B).

4.3.2 Results

We find that the independent variables of interest here explain a considerable amount of the 
maximum performance per team and round, with an adjusted‑R2 of 0.59 (non‑adjusted‑R2 of 

Figure 21.3 Determinants of collective intelligence in AIcrowd Food Recognition Challenge.
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0.61), a residual standard error of 0.08, and statistical significance on modeling (p < 0.05) (see  
Figure 21.3A).16 Among predictor variables, the number and the heterogeneity of submissions 
were significant predictors, in particular heterogeneity (standard deviation of solution precision; p 
< 0.001) (see Figure 21.3B). Importantly, as found for the best and second‑best performing teams 
c and d, risky “trial‑and‑error” exploration of solutions with variable accuracies is an important 
contributor to successful CI (see Appendix 21.A2). Although this model is not able to explain 
all observations (high residuals associated with outlier submission: exceptionally performant and 
under‑performant ones), it does capture the overlying trend behind CI success, fueled by a mighty 
predictive power of the standard deviation of submission precision (see Figures 21.3B and 21.4).

Our results indicate that the more a team tries heterogeneous solutions associated with more 
performance outcome risks, the more likely it is to obtain a higher maximum precision across tri‑
als. Related, however not correlated, the number of submissions per team significantly indicated 
overall success. Considering the volatility of submission latency, we find that the variability in the 
time taken for developing solutions can result in an overall successful or unsuccessful competition. 
Overall, indicators of coopetition support CI success.

5 Conclusion

The AIcrowd Food Recognition Challenge analyses reveal non‑trivial dynamics of collective intel‑
ligence (CI) in action. The varying degrees of team engagement and the performance differences 
illustrate the intricate balance between competition and collaboration in driving AI advancements. 
Notably, the significant predictors of success – variability in submission performance and active 

Figure 21.4 Detail on the relation between the variables used for modeling.
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engagement in solution testing – underscore the efficacy of a “try‑and‑error” sub‑mechanism in 
the broader CI universe. These findings not only highlight the importance of seeking diversity, and 
hence collective intelligence, to achieve higher precision but also reflect the broader mission of 
AIcrowd: to democratize AI challenges and harness CI for the collective good.

The mission of AIcrowd serves as a Petri dish for the potential transformation of the AI land-
scape fueled by  the philanthropic contribution of AI developers cooperating and competing at 
once. By fostering an environment where individuals from varied backgrounds contribute toward 
common goals, AIcrowd exemplifies how CI can lead to innovative solutions that might emerge 
neither  from  isolated  nor  homogeneous  efforts. This  approach,  rooted  in  peer  production  and 
transparency,  leverages  the  intrinsic motivation of participants, blending competition with co-
operation for societal benefit. This,  in  turn, enables  the strength of collective problem‑solving 
through which AI practitioners can tap into a global pool of expertise for solving the  intricate 
types of challenges only this technology has been able to address. The collaborative approach of 
CI accelerates AI advancements, helps overcome challenges more effectively and democratically, 
educates the public about AI and its implications, and fosters discussions of how it should be the 
AI for all.

The implications of such a model extend beyond AIcrowd to inform broader discussions on AI 
and philanthropy. The altruistic underpinnings of CI, as demonstrated through challenges organ-
ized by AIcrowd, offer a blueprint for advancing AI that prioritizes ethical considerations, inclu-
sivity, and fairness. This collaborative innovation model, where success is derived from collective 
effort and diversity of thought, not only accelerates technological advancements but also ensures 
that these advancements are aligned with societal needs and ethical standards. As AI continues to 
evolve, integrating principles of CI and philanthropy into its development can help mitigate biases, 
enhance transparency, and ensure that AI serves as a force for good, reflecting a shared commit-
ment to improving the human condition.

Notes
  1  A wide spectrum of open‑source licenses have existed and co‑evolved over the years. See Carver (2005) 

for a full review.
  2  https://www.aicrowd.com
  3  https://huggingface.co/
  4  https://www.kaggle.com/
  5  https://www.topcoder.com/
  6  https://www.drivendata.org/
  7  https://www.crowdai.com/
  8  https://zindi.africa/
  9  https://www.aicrowd.com/challenges/food‑recognition‑challenge  and  https://www.aicrowd.com/challenges/ 

food‑recognition‑benchmark‑2022
 10  Segmentation = image annotation delimiting the perimeter of regions of interest (ROI) (food items for 

training); Class‑belonging = Region of Interest (ROI) annotation stating the true food category; weight/
volume estimation is self‑explanatory.

 11  Each submitted solution is time‑stamped so that the challenge can be analyzed with temporal resolution.
 12  Challenge submissions are registered for the competition phase toward a prized solution whereas bench-

mark submissions are post‑challenge submissions for the permanent improvement of the algorithm out-
side the competition.

 13  IDs 1–4 belong to phases 1–4 of challenge rounds; IDs 1 and 2 belong to corresponding phases of bench-
mark rounds.

 14  Data  structure  representing  two different  types  of  samples  (nodes  of  the  network),  in  this  case  teams 
(white) and submissions (dark gray), connected by the performance score (precision) of  the submitted 
solution (gray lines whose thickness, weight, is proportional to its precision).

https://www.aicrowd.com
https://huggingface.co
https://www.kaggle.com
https://www.topcoder.com
https://www.drivendata.org
https://www.crowdai.com
https://zindi.africa
https://www.aicrowd.com
https://www.aicrowd.com
https://www.aicrowd.com
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 15 Precision : proportion of true positive predictions among all positive predictions; Recall : Proportion of 
true positive predictions among all positive and negative predictions.

 16 adjusted‑R2: Measure of model goodness of fit indicating the proportion of the variance in the independent 
variable explained by the model when using selected dependent variables for regression. Ranging from 
0 to 1, it is calculated as the ratio of the explained sum of squares to the total sum of squares. Adjusted 
means that this R2 considers the number of independent variables used and penalizes the addition of un‑
necessary variables by adjusting for degrees of freedom. non‑adjusted‑R2 does not penalize the addition of 
unnecessary variables by adjusting for degrees of freedom. The residual standard error is used to measure 
how well a regression model fits a dataset. In simple terms, it measures the standard deviation of the re‑
siduals in a regression model. The p value helps determine that the null hypothesis cannot be rejected, i.e., 
that the model used to represent the data cannot be ruled out statistically.
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Appendix 21.1

A1. Food Recognition Challenge Case Study

Purpose and Intention: The Food Recognition Challenge was established to address a common 
yet complex problem in nutritional informatics – accurately identifying food from images. It in‑
tends to harness deep learning capabilities to develop tools that assist users, ranging from individu‑
als tracking their dietary intake to medical professionals conducting nutritional studies.

Problem Statement: Despite advancements in computer vision, food recognition from images 
remains an intricate task due to the diversity of food appearance, presentation, and context. The 
challenge’s problem statement revolves around creating models that can robustly identify and 
analyze food items in varying conditions, pushing the limits of current technology.

Motivation: The initiative is driven by the need for precise food‑tracking mechanisms and the 
desire to foster community engagement in solving this problem. The challenge focuses on tech‑
nological innovation and aims to improve public health outcomes and support medical research.

Impact of the Challenge: Over successive iterations, the challenge has made significant im‑
pacts by (i) providing an open, evolving benchmark for food recognition, encouraging ongoing 
participation and development, (ii) releasing annotated datasets to the public, facilitating research 
and application in real‑world scenarios, and (iii) creating a platform for developers and researchers 
to collaborate and compete, spurring advancements in the field.

Solution and Contribution: Participants contribute solutions that utilize a novel dataset from 
the MyFoodRepo app, which is continuously updated with images and annotations for segmen‑
tation, classification, and weight/volume estimation. These contributions have led to improved 
models capable of detecting individual food items and understanding dietary patterns.

Challenge Cycle: The challenge operates in multiple rounds, each with specific tasks and data‑
sets that reflect the growing dataset and technological advancements. This cyclical nature ensures 
the challenge remains relevant and continues to adapt to community feedback and the latest re‑
search findings.

Common Goal: The shared goal of the Food Recognition Challenge is to provide a high‑qual‑
ity dataset that serves as a foundation for developing effective food recognition algorithms. Unlike 
the “beautiful” but unrepresentative stock photos found online, these algorithms are expected to 
work with real‑world images. By doing so, the challenge aims to create AI tools that can be widely 
adopted for personal and medical use.

Methods: The Food Recognition Challenge focuses on developing AI models to identify food 
items in images. These models should be capable of detecting and annotating individual food 
items with accurate segmentation, classification, and weight/volume estimation. The challenge 
uses a novel dataset collected through the MyFoodRepo app, contributed by volunteer Swiss users 
documenting their daily food intake. This dataset has been annotated to map the individual food 
items onto an ontology of Swiss Food items.

http://www.worldcat.org
http://www.worldcat.org
https://doi.org/10.1126/science.1193147
https://doi.org/10.1126/science.1193147
https://doi.org/10.25740/mf606ht6373
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Dataset: The dataset provided by the AIcrowd Food Recognition Challenge is an evolving col‑
lection of food images with annotations in MS‑COCO format. It includes:

• A Training Set with 24,120 RGB images and 39,328 annotations.
• A suggested Validation Set with 1,269 RGB images and 2,053 annotations.

This is a debug Test Set for Round 3, offering the same images as the validation set. The dataset 
is designed to overcome the limitations of existing food databases, which often feature unrepre‑
sentative stock photography without proper annotations. The challenge dataset aims to provide 
real‑world images with proper segmentation, classification, and volume/weight estimates.

Results: The Food Recognition Challenge offers substantial prizes to incentivize participants. 
For Round 4, significant cash prizes were awarded for scores above specific thresholds, with the 
top prize being 10,000 CHF for a score greater than 0.70. Additionally, the top four winners re‑
ceived an Oculus Quest 2, and a travel grant to AMLD 2021 was also provided. These incentives 
aim to encourage high‑quality submissions and advancements in food recognition.

Submissions: Participants were required to set up a proper repository structure and create a 
private Git repository at GitLab with the contents of their submission. Submissions were identified 
using an aicrowd.json file containing specific fields, including the challenge ID and whether the 
submission required a GPU for evaluation. If needed, a NVIDIA‑K80 GPU was made available 
for the submission evaluation.

Here are some key takeaways from the Food Recognition Challenges:
Community Engagement Is Crucial: The challenges have consistently emphasized commu‑

nity involvement, leveraging crowd‑sourced data from the MyFoodRepo app and encouraging 
developers globally to contribute to the evolving dataset.

Real‑World Application Focus: The practical use case of the challenge – to help track dietary 
intake for personal and medical purposes – highlights the importance of AI applications that can 
be integrated into everyday life.

Evolving Datasets Enhance Relevance: The datasets have grown over time, ensuring that 
the challenge remains relevant and that the algorithms developed are tested against a diverse and 
up‑to‑date range of food images.

Difficulty of Image‑Based Recognition: Despite advances in deep learning, food recognition 
from images is still a difficult problem due to the variability in food presentation, which these 
challenges aim to address.

Quality of Data Over Quantity: The emphasis on high‑quality, well‑annotated datasets under‑
scores the challenge’s commitment to creating reliable and accurate AI models, moving away from 
unrepresentative and misleading Internet images.

Continuous Improvement Through Iterative Rounds: The challenge’s multi‑round structure 
fosters ongoing improvement and innovation, allowing participants to build upon previous work 
and adapt to new data.

Incentives Drive Innovation: Substantial prizes and recognition, such as co‑authorships in 
papers and cash rewards, are significant incentives for participation and pushing the boundaries of 
current AI capabilities.

Openness and Collaboration: By establishing an open benchmark and providing resources 
like starter kits and discussion forums, the challenge encourages transparency and collaboration 
within the AI community.
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Accessibility and Ease of Entry: The challenges have lowered the barrier to entry, allowing 
a broad range of participants, from those with access to powerful AI models to individuals who 
may just be starting.

Results Demonstrate Feasibility and Progress: The results and solutions generated from 
these challenges demonstrate the feasibility of using AI for food recognition and tracking, show‑
casing progress and paving the way for further advancements in the field.

Appendix 21.2

A2. Relation between variables used for modeling

Exploring the relation of target variables and model prediction further indicates the overall linear 
nature of the phenomenon under study and indicates that the precision of exceptionally performant 
solutions fails to be predicted accurately given their scarcity in the data. Figure 21.4 shows the 
pairs’ scatter plots (left quadrant), histograms (diagonal), and correlations (right quadrant) for vari‑
ables used for modeling. Color‑coding of scatter plots represents the different teams.
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22
HAND OUT OR HELP OUT

A resource‑based view of AI in philanthropy

Joe Wheeler

1 Introduction

By the end of the 1990s, “effective philanthropy” had become a common practice – its main differ‑
entiating feature from traditional giving being that it seeks to measure its impact (Katz, 2005). The 
primary question effective philanthropy asks is how to do “the most good” with a limited number 
of resources, compared to more emotionally focused giving (such as to an alma mater or passion 
project), where the emphasis is on the donor’s values expressed through a gift, rather than neces‑
sarily maximizing social impact (Rosqueta, 2014). This new form of philanthropy has catalyzed an 
array of new instruments (social impact bonds, loan guarantees, patient capital, etc.), institutions 
(impact investment funds, capital aggregators, internet portals, etc.), and trends (moving beyond 
cash grants to other forms of donations, including in‑kind resources).

The latter will be the focus of this chapter, for corporations with artificial intelligence (AI) 
capabilities in particular (Salamon, 2014). More specifically, this chapter will refer to AI in the 
context of large language models (LLMs), or AI that has been trained on vast amounts of text to 
understand existing content or generate original content, such as OpenAI’s ChatGPT or Google’s 
PaLM 2 (Gartner, 2023). Given the growing prevalence and interest in AI, understanding its use‑
fulness as a potential donated good is worthwhile.

This chapter is organized as follows. The next section will introduce a brief history of AI appli‑
cations in philanthropy, what others have said in the field, why this question matters, and how the 
resource‑based view can help answer it. Section 2 will develop the theory, arguing that under cer‑
tain conditions, resources can accomplish outcomes that cash alone cannot. Section 3 will outline 
the parameters under which it is better to use technological resources than cash. The three contin‑
gencies are as follows: First, the donation must fulfill a unique need, i.e., not offload resources onto 
NGOs they do not want or need. Second, the donor must be able to manage NGO relationships 
and have the appropriate personnel with some knowledge and experience of the social problems 
the NGO is working on. Third, drawing from principal‑agent theory, the staff responsible must 
not compromise core business objectives by advancing their interests over the shared goals of 
the donor and grantee. Finally, Section 4 will conclude with directions for future research and 
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opportunities where empirical testing would be useful. This chapter contributes to the literature 
by offering practical guidance – illustrating how to better meet shared goals between grantees and 
donors with AI technology.

1.1 AI in philanthropy: literature and use cases

AI itself is not new, but given that the proliferation of advanced predictive engines like ChatGPT 
has occurred just within the past year, academic research on AI in philanthropy is still relatively 
nascent. Farrell (2019) used AI to show a positive correlation between the growing influence 
of private philanthropy and the large‑scale production and diffusion of misinformation (Farrell, 
2019). This implies a potentially distortive impact of philanthropy on public access to credible 
information – further reinforcing the importance of studying philanthropy’s impact on the rest of 
civil society. But a key distinction here is that this study used AI in its methodology rather than 
choosing it as a research subject (as this chapter will do) – leaving a dearth of needed scholarly 
work examining relationships between AI and philanthropy.

Behl et al. (2022) studied the adoption of AI for public services, particularly for disaster relief 
responses. Using a structural equation model on survey data from 184 government employees, 
they found that resources (time, money, and skills) were key variables that determined whether AI 
technology was adopted (Behl et al., 2022). Additionally, they found that organizational culture 
and voluntariness (i.e., a willingness to use AI) were critical moderators on the effect (Behl et al., 
2022). However, rather than examining relationships between donors and NGOs – as will be the 
focus of this chapter – Behl et al. looked at how resources influence government agencies’ use of 
AI specifically. There remains a gap in the literature looking at NGOs’ use of AI. Like Behl et al., 
this chapter uses a resource‑based perspective, but it will aim to fill the research gap by focusing 
on donors and NGOs specifically.

There are a few factors signifying that more research should focus on AI and philanthropy, such 
as the growing number of AI use cases among NGOs already underway. Use cases range from 
inputting facial recognition and demographic information – then running through an advanced pre‑
diction engine – to help families of refugees who have separated from each other to reconnect (to 
date, the organization Refunite has helped over 40,000 people reconnect); scientists are tracking 
endangered animals by using AI and image recognition; the organization College Forward is using 
college data to automatically flag when students are at risk of not graduating to then recommend 
coaches and additional academic support, etc. (Wallace, 2018).

Recognizing the potential of AI to serve the nonprofit sector, ChangeFinder was founded to ease 
the process of writing grant applications (I. Winbrock, personal communication, July 13, 2023). 
By fine‑tuning LLMs through Application Programming Interface (API) integrations, Change‑
Finder analyzes grant questions and answers (and whether they were accepted), gives a numeric 
score based on selection criteria important to funders, and offers feedback and suggested revisions 
(I. Winbrock, personal communication, July 13, 2023). The goal is to ultimately save NGOs time 
in applying for grants and give them a higher chance of converting an application into successful 
funding (I. Winbrock, personal communication, July 13, 2023). Similarly, DonorSearch uses AI to 
prospect wealthy donors with a particular interest in healthcare funding (“DonorSearch Releases 
First Nonprofit Vertical Solution,” 2021). Given the wide range of applicable uses in the nonprofit 
sector, it is critical for corporate donors who possess AI and LLM technology to know when their 
products might be useful as in‑kind donations.
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1.2 Rationale for focusing on philanthropy

Wang et al. (2020) have emphasized that corporate philanthropy remains undertheorized, leaving 
a gap in extant literature (Wang et al., 2020). Example areas of research they call for include ex‑
ploring philanthropy as a form of reputational insurance; this is indeed important, as some results 
indicate that philanthropy to boost one’s own reputation can cause more social harm than good, 
reflecting a kind of moral hazard that contradicts the fundamental purpose of corporate giving 
(Luo et al., 2018). They also call for more theory development on what drives corporate giving, 
the authenticity behind corporate actions, and how companies can give most effectively, the latter 
of which will be discussed in detail.

This chapter asks the question: when is it better for international corporate philanthropy to give 
financial grants, and when is it better to offer AI resources like machine learning and data science 
trainings, specialized software, and others? This question warrants scrutiny as the opportunity cost 
is high; companies are giving more year over year, especially in Latin America where corporate 
philanthropy comprises 50% of all foundations, and the people impacted by better giving models 
will be NGOs’ clients and beneficiaries most in need of aid (Johnson, 2018). Furthermore, this 
topic is important to validate the original call‑to‑action from effective philanthropy – to make 
giving as impactful as possible – not just as semantic window‑dressing but in real and meaningful 
terms.

Put another way, there is a tension between deciding whether to help others by giving cash or 
creating enterprises that then help others by giving goods and services. In what they call “inclu‑
sive capitalism,” Prahalad and Hart (2002) argued in favor of providing goods and services to the 
poorest people in the world, making the case for growing new markets and entrepreneurial oppor‑
tunities as a solution to fight poverty (Prahalad & Hart, 2002). For example, several multinational 
banks are now providing microbanking services in lower‑income countries; through shared‑ac‑
cess models (e.g., Internet kiosks), wireless infrastructure, and focused technology development, 
companies are dramatically reducing the cost of WiFi connectivity around the world, and so on 
(Prahalad & Hart, 2002). However, for AI technology, under what conditions is that useful (par‑
ticularly as global NGOs are perennially under‑resourced and strapped for cash donations)?

Management literature on the firm’s resource‑based view (RBV) provides a sound theoretical 
framework to address this question (Barney, 1991). RBV offers a theory of competitive advantage 
when resources are valuable, rare, imperfectly imitable, and non‑substitutable, also known as the 
VRIN framework (Barney, 1991). The same factors that sustain competitive advantage (VRIN) 
can also fulfill idiosyncratic NGO needs. For example, a donated AI capability that would allow 
NGOs to discover and complete grant applications more easily – like ChangeFinder, mentioned in 
the introduction – could scale exponential fundraising returns, compared to a pure cash donation. 
In this case, the economic value, dollar‑for‑dollar, of ChangeFinder’s AI technology would be 
more valuable than cash.

This chapter proposes that offering a diverse range of AI assets is more effective than cash un‑
der the conditions that (a) the AI fulfills a specific NGO need that cannot otherwise be easily met, 
(b) the donor is well‑equipped to manage NGO relationships, and (c) the staff responsible for fa‑
cilitating donations do not compromise core business objectives. As a note, the word “NGO” could 
be used interchangeably with “nonprofit” in the American context, though there are many different 
related terms for not‑for‑profit organizations (civil society organizations, 501c3s, etc.) – for sim‑
plicity’s sake, “NGO” will be used consistently.



Joe Wheeler

364

1.3 Rationale for choosing these criteria

The above criteria were selected based on both theoretical inferences from management litera‑
ture and anecdotal feedback from dozens of NGO leaders gleaned over the past decade when 
the author worked with corporate donors. Many of these individuals have expressed frustration 
when donors do not follow these parameters and donated goods and services that they neither 
want nor need are dumped onto them. NGOs are perennially strapped for time and resources, so 
the operating assumption for donors should be that cash is best. However, through the discussion 
that follows, and further supported by case studies, this chapter will show that there are some 
circumstances – where all three criteria are met – in which the economic value of receiving AI 
capabilities can exceed the value of cash if it can help the NGO accomplish more than it could do 
with cash alone.

2 Theory development

The term “resource‑based view” (RBV) was first coined by Wernerfelt (1984) and later developed 
by Barney (1991) and others. The theory advocates not just viewing firms in terms of outputs 
and products but rather a broad conception of their resources (which could include brand names, 
in‑house tech knowledge, skilled employees, trade contracts, machinery, and efficient procedures) 
(Wernerfelt, 1984). Part of its usefulness is in helping managers direct their attention (and aid 
in deciding what not to do); if RBV holds, then internal resources (like honing internal techno‑
logical, organizational, and managerial processes) can more effectively create wealth compared to 
strategizing (thwarting competitors and making the market difficult for new entrants), or capital 
investments, or automation (Teece et al., 1997). The resource‑based view suggests that organiza‑
tions must develop unique, firm‑specific core competencies that will allow them to outperform 
competitors by doing things differently (Hamel & Prahalad, 1990).

2.1 VRIN framework applied to philanthropy

The same factors that sustain competitive advantage (VRIN) can fulfill idiosyncratic NGO needs. 
RBV emphasizes that a firm’s resources cover many physical, human, and organizational cat‑
egories – and the extent to which they can sustain competitive advantage depends (in part) on 
management and the effectiveness of internal routines and processes (to the extent that they are 
management‑specific and not easily recreated). For example, several unique features of OpenAI 
distinguish it from other generative AI competitors like Google, including scale (ChatGPT has tril‑
lions of parameters), natural language understanding, and a commitment to AI research. Develop‑
ing these unique features relied on a diverse set of organizational resources, including intellectual 
capital, management capabilities, leadership, and so on.

Let us call these diverse resources “streams of influence.” A business does not only have the 
products it sells, but it also has office facilities, physical goods associated with company benefits 
(food at the office, for some), knowledge and intellectual capital, the skills of the workers, etc.; 
this meting out of various types of assets form the basis of a resource‑based view of philanthropy 
(RBVP). The steps for an AI organization are: (1) identify all the various physical, human, and or‑
ganizational resources the business has; (2) determine if NGOs need one or more of those resources 
(that cannot otherwise easily be fulfilled); (3) ensure the business has the right staffing (such as 
full‑time Corporate Responsibility workers, or staff experienced in NGO relationships who have 
part of their responsibilities doled out for social impact work); and (4) determine whether the right 
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monitoring mechanisms are in place to monitor performance – and use those steps to determine 
whether the AI company adopts RBVP or not. Rather than viewing philanthropy as an ancillary 
silo, why not have a social impact lens through every stream of influence?

For example, donating routines could be an option. The dynamic learning that occurs through 
donated and shared routines could enable tasks to be performed better and quicker (e.g., learning 
new AI software) and enable new types of programs (e.g., learning how to benefit from advanced 
LLMs that could be passed down to an NGO’s clients) (Teece et al., 1997). One could also donate 
assistance in creating an “organizational culture” – contributing to an NGO’s brand equity, help‑
ing it gain publicity, bestowing internal processes and efficiencies, design‑thinking or brainstorm‑
ing techniques, etc. (Barney, 1986, as cited in Barney et al., 2011; Fiol, 1991, as cited in Barney 
et al., 2011).

Indeed, these sorts of donations could fill a significant gap. Contemporary research suggests 
that – due to a lack of expertise, low financial budgets, and insufficient awareness of data analytics 
capabilities – many NGOs are missing out on the potential for big data and machine learning to 
provide valuable insights (e.g., better understanding donor behavior) (Alsolbi, 2023). AI’s poten‑
tial benefits to NGOs also include performing administrative tasks, optimizing resource allocation, 
designing programs, monitoring and evaluating, and personalizing donor engagement (Efthymiou 
et al., 2023a, 2023b). However, successfully using these capabilities relies upon adequate train‑
ing (mainly to prevent potentially negative consequences such as the proliferation of disinforma‑
tion) – and RBV suggests that donors with AI expertise can fulfill a crucial role in this regard 
(Efthymiou et al., 2023a, 2023b).

RBV shares some similarities with the “economies of scope” concept put forth by Panzar and 
Willig (1981); as an example, the company Bic was able to use a single resource for several 
businesses, including pens, lighters, and razors (Wernerfelt, 1984). They entered the market se‑
quentially (one after the other) from a position of strength. This idea also applies to AI philan‑
thropy – diversifying to a nonprofit use rather than an additional business vertical. For example, 
LinkedIn already has built up the largest network of individuals’ professional data; they would be 
well‑suited to deploy AI in responding to queries and/or generating content for job seekers (such 
as relevant job trainings or networking opportunities for underserved communities). RBV views 
related diversifications (those that build upon existing capabilities) as the only type worthy of 
merit, and by this logic, donating assets relevant to the core business could be more appealing than 
giving cash (Teece et al., 1997). RBVP is an extension of the focus and specialization that defines 
a company’s capabilities (in the case of LinkedIn, its professional network) (Teece et al., 1997).

2.2 Inclusion of dynamic capabilities

Let us apply this to a contemporary real‑world example: philanthropy and pro bono during the 
height of the COVID‑19 pandemic – where the dynamic capabilities view is especially relevant. 
Winter (2003) defines dynamic capabilities as those that would change the product, the production 
process, the scale, or the customers (markets) served – diversifying scale (including geographic 
expansion) and scope (Winter, 2003). Teece et al. (1997) refer to these processes as reconfigura‑
tion (transformational), with so‑called “high flex” firms being those that have honed these adaptive 
capabilities (Teece et al., 1997). One is hard‑pressed to think of a more salient modern example of 
how important being “high flex” is than sustaining an organization through COVID‑19. Firms had 
to change their business models, adapt to a remote work environment, find new ways to meet cus‑
tomer demand, etc. This applies not only to COVID‑19 but to other types of crises as well (mass 
shootings, natural disasters, etc.), especially if the company has staff in the locations affected.
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In the context of philanthropy, there are numerous examples where RBVP is relevant. As the 
world’s largest search engine, Google played a role in early virus detection. Their “early search 
trends” feature aggregated relevant searches (e.g., “What to do if I have COVID‑19 symptoms?” 
“How long should I quarantine?” “What are the current masking guidelines?”) as proxy indicators 
for detecting a rapid spread early (the logic being that geographic regions with high volumes of 
certain queries can indicate whether a major outbreak is likely). Moreover, the continued advance‑
ment of LLMs could enable even more sophisticated early detection tools in the future; of course, 
this information is relevant for major national and international public health organizations (like 
the CDC, the WHO, etc.).

Applying the steps of RBVP to this example: (1) the capacity for Google to collect this data 
(given that it has perhaps the most sophisticated data collection techniques of any business in 
the history of civilization) is a unique capability that goes beyond its primary products (using its 
technology to sell ads), and identifying the relevancy of early search trends for COVID‑19 detec‑
tion required some discernment and effort from management; (2) NGOs (especially those like 
the Gates Foundation who work on curbing infectious diseases) certainly need this information 
(Zuboff et al., 2019). It would be otherwise difficult to obtain because Google already has the be‑
hemoth infrastructure, widespread market share, and unique capabilities to capture and store this 
type of data. (3) Google has the right staffing, given that Google.org is a multibillion‑dollar part 
of the company whose sole purpose is social impact through aiding NGOs and social enterprises; 
and (4) assuming Google.org’s staff are held accountable through regular performance evaluations 
and feedback from NGO partners, they would have monitoring mechanisms in place. Therefore, 
the criteria are met to make Google’s technology suited for RBVP.

The following section will detail each contingency, outlining the three propositions for when 
donated assets are more effective than cash.

3 Defining the terms: three contingencies

3.1 Fulfilling a unique need

The first contingency for AI resource donations is that they must fulfill a unique NGO need. Wer‑
nerfelt’s (1984) definition of resources includes any strength of a firm or any semi‑permanent 
advantages – which could, therefore, make the resources valuable for NGOs as well, so long as 
they are protected from competitors (Leiblein, 2011; Lippman & Rumelt, 1982; Wernerfelt, 1984). 
In other words, if a company can meet an NGO need that others cannot (or that the NGO cannot 
meet itself), this makes a strong case for donating AI assets. For example, St. Jude’s Research 
Hospital has used Google’s AI tool “target cost per‑acquisition bidding” to reach new donors 
through language and audience testing at scale (Levesque, 2023). To the extent that St. Jude’s is 
unable to procure this service from other providers or through an open‑source network, then tech 
training, customization to fit the needs of the NGO, etc., is ripe for Google to consider as a pro 
bono donation.

Dierickx and Cool (1989) developed the notion that resources are especially valuable when no 
effective substitutes are available (Dierickx & Cool, 1989, as cited in Barney et al., 2011). This lends 
itself to “helping out” rather than “handing out”; if donated AI technology is not easily substitut‑
able, then presumably, an NGO could not simply purchase it in factor markets (or at least it would 
be much more costly to do so). Distinctive competence must be built; it cannot be bought (Teece 
et al., 1997). For example, OpenAI is launching a proprietary subscription plan, “ChatGPT Plus,” 
that allows the user to input images or voice for content generation (Agomuoh & Larson, 2023).  

http://Google.org
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Broadening the scope of generative AI opens additional pathways for NGOs to generate engaging 
social media content, draft tailored outreach emails, etc. – which could, in turn, generate more 
resources for the NGO than a simple cash donation would provide (Levesque, 2023).

Donors’ choices about how to give strategically should flow mainly from an internal analysis 
of their unique skills and capabilities (Barney, 1986). They should best exploit their internal AI 
resources relative to external opportunities – matching market supply to NGO demand (Barney, 
1986). The alternative is dumping resources onto NGOs that they neither want nor need – reinforc‑
ing a harmful (and non‑equity‑based) power relationship between giver and recipient, giving with 
“strings attached” in a way that serves the interests of the donor more than the NGO, is another 
form of donating without meeting NGOs’ needs. In some cases, this can create more harm than 
good; for example, if generative AI queries yield false or misleading results, this could promulgate 
disinformation. Or, if AI generates personal identifiable information (PII) that compromises an 
individual’s privacy, the technology could work against an NGO’s goals. Giving unique AI assets, 
based on self‑identified demand from NGOs, is a way to safeguard against the potential of just 
“checking a box,” doing philanthropy for vanity’s sake, or causing harm through a donation.

Non‑substitutable AI gifts should complement, rather than supplement, existing NGO efforts 
(Barney, 1991). A donation should not displace any ongoing initiatives but elevate the work al‑
ready being done. Philanthropy that is closely related to the donor’s core business and comple‑
ments rather than supplements NGO work will most strongly benefit society (Kaul & Luo, 2018). 
When this is not the case, donated assets may add little social value and may even be harmful 
(Kaul & Luo, 2018). As Kaul and Luo (2018) stated, donating AI organizations should ask, “What 
is my firm’s unique advantage in serving this cause relative to alternative providers” (Kaul & Luo, 
2018)? In sum, AI donors should “help out” where they have a relative advantage to do so, and 
they should not step on NGOs’ toes. This forms the basis of the first hypothesis:

H1: If there is a good fit between a donor’s resources and an NGO’s needs, then “help out” 
(give AI).

3.2 Can manage NGO relationships

In RBV, the ability to manage inter‑organizational relationships can improve performance (Kale 
et al., 2002). Similarly, for donated AI to add value, the donor must have the capacity and ability to 
manage NGO relationships; this section will explore why this is the case and provide some examples.

Schmidt and Keil (2013) highlight the role of managers both in understanding the potential of 
resources to create value and in building strategies to leverage resources undervalued by others 
(Schmidt & Keil, 2013). For managers to be effective, they must not only create but also capture 
value (Kim & Mahoney, 2010). “Creating value” in a philanthropy context refers to creating so‑
cial value – but still, a donation’s success hinges on managers’ abilities to leverage resources and 
maintain strong inter‑organizational relationships. In the context of AI and philanthropy, there are 
several barriers that donors and beneficiaries’ managers must address to ensure that AI can aid the 
NGO’s mission: adequate staff training, integration with other data systems, appropriate data us‑
age, a desire among the NGO’s leadership to adopt the technology, etc.

The abundant literature on public‑private partnerships (PPPs) can help inform the parameters 
to determine whether a donor has appropriate capacity and staffing. Insofar as the government 
outsourcing a public service to an NGO (as in many PPPs) has some similarities with an NGO 
outsourcing to a donor (i.e., receiving pro bono time, skills‑based volunteering, technological re‑
sources, or some combination thereof), the literature carries some relevant insights.
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First, due to the complexity of any relationship that requires a contractual agreement (like 
in‑kind grants of AI technology), Savas and Gilroy (2020) argue that strong commitment is neces‑
sary from the top. Without a clear commitment from senior leadership, mid‑management is left 
to negotiate the minute details of a contract, which are then sent back up an ambiguous chain 
of command. Technology companies with corporate social responsibility (CSR) and/or charity 
programs – that do not have C‑level buy‑in – often must wrestle with unclear contracting require‑
ments, overcoming opposition, effectively delegating employee roles, forming consistent partner‑
ships with the recipients of donated technology, monitoring the work, evaluating the results, and 
determining whether to renew or terminate the contract upon completion (Savas & Gilroy, 2020).

Likewise, as senior leadership approval is a necessary first step, having clearly articulated part‑
nership parameters follows as a next necessary step (Gerrard, 2001). The management team must 
know the constraints of a particular agreement – which is important for the donor and grantee. 
Without clearly defining the boundaries of an agreement, there is a risk of “over‑tipping” (e.g., 
the donor has given too much, and the recipient now must absorb an exorbitant donation that is 
not appropriate for the size of their organization) or “under‑tipping” (the donation is too small or 
insignificant to make a difference for the grantee). Ambiguous partnership agreements can also 
lead to “vendor lock‑in,” where NGOs become dependent upon a donated service and must pay for 
it later. If proprietary AI technology that was not interoperable with other systems were donated, 
then the grantee would be stuck with something that may or may not be serving their mission in 
the long run.

Furthermore, a partnership cannot be appropriately staffed unless the commitments are explic‑
itly stated (Akintoye et al., 2008). Staff must also be incentivized to transfer their time and skills 
(Akintoye et al., 2008). For example, consider a scenario where a literacy NGO would like to use 
a donated AI service to generate stories that children can use to practice reading. They make an 
appointment to be trained on using an LLM. Still, the technologist deprioritizes the appointment 
and does not show up because it was not tied to their compensation and/or core job responsibili‑
ties. This then hurts the relationship and future partnership opportunities between the NGO and AI 
company – and that problem can be avoided by a transparent staff allocation tied to performance 
up front.

Furthermore, a lack of enthusiasm can exist on either the donor or grantee side – NGO staff 
may be reticent to embrace new ideas and working methods. Indeed, from a study examining em‑
ployee perceptions on the adoption of AI from 24 companies across 11 countries, they found that 
simply providing AI tools is not enough; effective adoption relies on communication quality and 
reinforcement, local and senior management support, training, ethical reviews, reporting mecha‑
nisms, sufficient technical infrastructure, and more (Kelley, 2022). This is partly dependent upon 
the caliber of the staff transferring time and skills; therefore, for the partnership to work, the donor 
must allocate competent staff to do the training. The training must be comprehensive enough that 
the diverse skills and expertise to get value from LLMs are adequately transferred to the NGO’s 
staff (Kwak et al., 2009).

This can also help ensure continuity once a partnership has ended. If an NGO’s staff gets 
trained on an AI platform that later breaks down or can no longer be used, the staff has no one 
to turn to for ongoing maintenance. In this case, the partnership could do more harm than good. 
Therefore, an in‑kind or pro bono contract must be complete (De Bettignies & Ross, 2004). Other 
donated technical service provision has often faltered by relying on incomplete contracts; for ex‑
ample, Engineers Without Borders built 113 gravity‑fed systems (networks of water pipes where 
communities can access clean water from taps), and only 32 of them were functional after the 
initial implementation (Damberger, 2011). There was no forethought about who would maintain 



Resource-based view of AI in philanthropy

369

this system (Damberger, 2011). As this case illustrates, bestowing a new infrastructure onto an 
organization or group – without clearly outlining how it will be maintained – can lead to failure 
(Damberger, 2011). Consequently, as such, donor/grantee partnerships must have mechanisms in 
place to monitor the quality of the donated good or service (Flinders, 2005). That way, if donated 
AI proves to be superfluous or not functional, the grantee is not locked in and beholden to some‑
thing not serving them.

In sum, an AI donor should have the appropriate personnel (with appropriate experience and/or 
some knowledge of the NGO’s social problem). Yescombe (2011) calls this “institutional capac‑
ity”: Does the donor have a working knowledge of the NGO’s culture, lingo, priorities, ways of 
working, etc.? This will help determine whether a skill and resource match exist between donor 
and recipient. Consider some counterexamples. In a situation where dozens of volunteers from a 
technology firm show up at a community shelter for houseless youth – with next to no training on 
how to work with them – this could not only create an administrative burden for the community 
shelter but also cause more harm than good for the youth clients. If they had a positive prior rela‑
tionship (and the relational know‑how to work with them effectively), they would have known to 
ask first and then fill in the gaps where needed.

The social processes that a donor organization possesses will inform its ability to sustain NGO 
relationships – in a way that is imperfectly inimitable (not the same for other donors’ relationships 
with the NGO) (Barney, 1991). In the example above, if the appropriate processes were in place, 
then rather than simply showing up to volunteer, an event would be co‑planned based on a salient 
relationship that can match skills offered with real needs. This relational element is the focus of 
the second hypothesis:

H2: If the donor can manage NGO relationships effectively, then “help out” (give AI).

3.3 Donor’s staff do not self‑serve

The third contingency is that the staff responsible for administering AI donations should not be 
opportunistic or self‑serve in a way that compromises core business objectives. Williamson (1975) 
described opportunism as “self‑interest seeking with guile,” which could take the concrete forms 
of acting to boost one’s clout, compensation, position in a corporate hierarchy, etc. (Eisenhardt, 
1989). In the context of donated AI goods and services to NGOs, this is problematic, as it is funda‑
mentally at odds with the mandate of NGOs to act in the public rather than private interest.

Agency theory is helpful to draw from here, as this is a quintessential principal‑agent problem: 
the staff responsible for managing donations want more responsibility, which serves their interests 
more than the shared goals between donor and grantee (Dalton et al., 2007). A central tenet of 
agency theory is the “potential for mischief.” In the philanthropy context, this can be seen and felt 
in numerous ways (e.g., the power‑hungry executive who wants to appear as an altruistic socialite 
commits to more than 50 different NGO boards but does not have the time to serve any of them 
meaningfully). Incorporating agency theory into donor relations certainly fits with Eisenhardt’s 
(1989) core recommendation to “incorporate an agency perspective in studies of the many prob‑
lems having a cooperative structure.”

Like Transaction Cost Economics, agency theory deals with information asymmetry (Arrow, 
1985). For example, the “shirking” issue that Alchain and Demsetz described in 1972 is reminis‑
cent of the self‑interested agent: in the absence of monitoring (in a team environment), what will 
stop a donation manager from doing the least work possible (and therefore failing to serve an 
NGO’s bottom line) while reaping the maximum reputational benefit? As Alchain and Demsetz 
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(1972) posed, the problem transcends another level above: “Who will monitor the monitors” (a 
task which, in and of itself, has transaction costs and imperfect information)? Hence, an AI dona‑
tion program is contingent upon some degree of making sure the managers, on the corporate side, 
are serving the organizations and not themselves.

For example, consider a scenario where a data science lead helps an NGO access meaningful 
tools like Google’s SOS Alerts – leveraging AI for disaster management (“Sounding the Alarm,” 
2023). Whether or not the first‑responding NGO used this tool, this data science manager can 
chalk up this activity as a win on their quarterly goals (sometimes referred to as Objectives and 
Key Results, or “OKRs” in the technology industry). To go beyond a self‑serving action, this 
manager should work with the partner to ensure the technology was adopted meaningfully (which 
requires some degree of monitoring).

Prioritizing a benefit to one’s reputation over social welfare carries significant consequences. 
For example, in Luo et al.’s (2018) study of the US petroleum industry, they found that philan‑
thropic donations are positively associated with subsequent oil spills (firms that give more spill 
more). This implies that contributions (for example, to environmental groups like the World Wild‑
life Fund or The Nature Conservancy) could be offset by careless behavior on the part of the donor. 
Or, using Google as an example, Google.org’s multimillion‑dollar donations could be offset by 
other problems regarding surveillance or misinformation on the core search engine.

For donating organizations, one solution might be to invest more in formal information systems 
(including boards of directors) to reduce the cost of information‑gathering (Eisenhardt, 1989). 
But just having a board by itself is not necessarily enough to account for the agency problem; it 
is contingent upon the shortcomings of the board or managers (or both) (Walsh & Seward, 1990). 
Therefore, organizations should work to diffuse decision control and management beyond just a 
few agents (Fama & Jensen, 1983). This would mean organizations like OpenAI, Google, Mi‑
crosoft, etc., would stay accountable by seeking counsel from experts across sectors (academia, 
ethical review boards, nonprofits, etc.).

This theory applies not only to maximizing profit but maximizing social missions as well. Re‑
ducing the agency problem will ultimately help deliver demanded goods/services (i.e., a donor’s 
AI resources) most efficiently. This is important because reducing the likelihood of philanthropy 
managers acting in their self‑interest will benefit both principal and agent – whether financially 
or protecting one’s social status in and out of work as well (Arrow, 1985; Zeckhauser, 1985). If 
this condition is not met, then there is no way to ensure alignment between a donor’s AI resources 
and an NGO’s needs (if a manager is prioritizing himself or herself over shared goals) – therefore 
leading to the third hypothesis:

H3: If a donor can mitigate employee self‑interest, then “help out” (give AI).

In sum, if one or more of the above conditions are not met (H1, H2, or H3), cash is better than 
resources; eventually, it would be more economical to let the NGO decide how to spend cash based 
on self‑identified needs. If the donor does not have the appropriate AI resources (H1: no fit be‑
tween supply and demand), is not equipped to help NGOs (H2: cannot manage relationships), and 
the staff strays from shared objectives (H3: staff acts to self‑serve), then there is no fit for RBVP.

However, if the three contingencies are met, AI resources can accomplish what cash alone 
cannot. For example, a software company might create a video identification feature for a hu‑
man rights NGO (e.g., if common characteristics of user‑uploaded videos (hate speech, doxing, 
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incitement of violence, etc.) are found across multiple videos in a shared geography, it could signal 
a human rights risk). They already possess the resources (human capital, intellectual know‑how, 
necessary patents on technology, etc.) and have paid high sunk costs to acquire these assets. It is, 
therefore, more economically efficient for a company that possesses these capabilities and has 
already paid sunk costs to donate them over cash; the NGO could not achieve the same results 
with cash (assuming they do not possess the same unique set of capabilities as the donating firm, 
and that it would cost exponentially more for them to try to acquire the identification feature on 
their own). Therefore, gifting the video technology meets shared goals between donor and recipi‑
ent, whether for the impact in and of itself or ancillary benefits (employee morale, strengthened 
external relationships, etc.).

4 Discussion and conclusion

This theory would benefit from empirical testing, and though that is not the focus of this chapter, it 
should be an avenue for future research. Scholars could regress a dependent binary variable, “cash 
or AI assets,” on independent variables defined by using H1, H2, and H3 (binaries for “yes” or 
“no” on each). For example, one could gather data from a randomized selection of companies that 
build LLMs (e.g., using a systematic sampling method, one could gather a publicly available list 
of companies and sample every third one) to determine coding for the dependent variable; the next 
step would be to determine whether the donor gives assets or cash. And finally, the independent 
variables could be assessed using grantee survey data. Analyses such as these will help strengthen 
a collective understanding of whether RBVP holds up in practice.

One limitation is that – given the vast body of literature on RBV – some theories or interpre‑
tations may have been missed. To mitigate this risk, as many review articles as possible were 
synthesized. Furthermore, this chapter provides a reimagining of RBV, perhaps different from 
the applications its architects had originally imagined; this could be a limitation, but it could be a 
strength in some ways. Barney et al. (2011) called for the need to innovate RBV, ensuring that it 
achieves revitalization and avoids decline – hence the need for this chapter and others like it. Simi‑
larly, Priem and Butler (2001) criticized RBV for lacking prescriptive implications; not only does 
the “hand out or help out” framework provide a prescriptive implication for AI in philanthropy, 
but it does so to advance theory for NGOs (arguably doing some of the most important work in 
the world).

In conclusion, there are many types of philanthropy; some strictly give cash, while others give 
combinations of resources (e.g., Salesforce). With the emergence of firms building new types 
of LLMs, understanding whether cash or AI is better (and under what conditions) is worthy of 
academic scrutiny given the substantial opportunity cost and size of the charitable sector (for ex‑
ample, Google alone gives more than $100 million annually to causes like COVID‑19 research, 
racial justice, and environmental sustainability). This chapter’s argument is that giving AI assets 
is preferred over cash under the conditions that (a) the AI fulfills a specific NGO need that can‑
not otherwise be easily met, (b) the donor is well‑equipped to manage NGO relationships, and 
(c) the staff responsible do not succumb to an “agency problem” that compromises core business 
objectives. This theory contributes to the literature by applying RBV to a meaningful, materially 
significant, emerging part of public life. Future research should empirically examine outputs and 
outcomes associated with AI donations (compared to cash donations) – strengthening the potential 
applications of this theory in practice.
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1 Introduction: the pacing problem and the philanthropic solution

1.1 Background: AI on the horizon

The pace of artificial intelligence (AI)1 innovation is dizzying. Even industry insiders struggle 
to keep up with the daily announcements of new technology developments and regular break‑
throughs constantly on the horizon. Around the world, there is a dizzying mix of ebullience for 
both the societal value of AI and widespread concern about the current harms and future risks 
stemming from AI (De Tena et al, 2023; Orth, 2023).

The hoped‑for benefits of AI remain a driving force for the industry’s continued development. 
Proponents of AI development cite many potential benefits, ranging from product innovations 
like digital assistants and self‑driving cars to monumental changes in society, including solutions 
to climate change and a cure for cancer. That being said, AI experts broadly agree that with AI’s 
benefits come risks (Grace et al., 2024, p.3). These include the use of AI in surveillance, manipula‑
tion, propaganda, creation of non‑consensual intimate imagery (NCII), violation of privacy, and 
development of dangerous weapons that could pose catastrophic risks to society (Hendrycks et al., 
2023; Lakatos, 2023). Others point out that the harms of AI are already here, citing AI’s role in 
discrimination in criminal sentencing (Larson et al., 2016), as well as access to health care, hous‑
ing, credit, and jobs (Akselrod & Venzke, 2023; Backman, 2023; Mcllwain, 2020).

An unexpected twist that distinguishes AI from many other industries is that the CEOs of 
nearly all the major companies (Zakrzewski et al., 2023) involved in AI have themselves called 
for regulation of the technology itself—facing market pressures to release new products more 
quickly than their competitors while at the same time publicly worrying that the frenetic pace of 
these releases could pose risks to society if not rigorously safeguarded by regulation (McCracken, 
2023). In a May 2023 congressional hearing, OpenAI CEO Sam Altman stated, “I think if this 
technology goes wrong, it can go quite wrong,” also saying that OpenAI would “want to work 
with the government to prevent that from happening” (Kang, 2023). In a September 2023 con‑
gressional committee hearing, other major technology business leaders, including Elon Musk and 
Mark Zuckerberg, also agreed that the government needs to play some role in regulating AI (Wong 
et al., 2023).
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1.2 Governments fall short

In the face of the aforementioned calls for regulation, elected officials from around the world are 
working hard to establish regulations for AI. Unfortunately, their efforts have been stymied by two 
major challenges. The first is the geographic flexibility of AI companies that can simply relocate 
their way out of regulation by ceasing to do business in jurisdictions that choose to impose regula‑
tions or, at a minimum, threaten to do so. Sam Altman demonstrated this corporate capability when 
he threatened to remove OpenAI’s products from Europe if the EU AI Act required AI companies 
to disclose the use of copyrighted materials in their training data. The EU’s Commissioner for the 
Internal Market, Thierry Breton, called Altman’s bluff, and later Altman recanted (Chee, 2023; 
Field, 2023). Nevertheless, this dynamic puts significant pressure on regulators who do not want 
their work to be seen as an “innovation killer” (O’Reilly, 2023), and the only real solution is for 
governments to band together in regulating AI. The second major challenge is the “pacing prob‑
lem,” described in greater detail below, which is a known issue wherein governments struggle to 
make regulations at the same pace as technological development.

The U.S. Congress—the most powerful democratically elected body with the potential to mean‑
ingfully regulate the AI industry—remains an institution designed to move slowly and deliberately 
(Turner, 2016). While draft bills on AI have been circulated, it remains uncertain, at best, whether 
any of the comprehensive approaches will become law anytime soon (Covington, 2023). Without 
federal legislative action on AI, any other approach will be limited in its ability to stop the current 
“race to the bottom” on AI ethics and safety (Harris, 2023a). State‑ and municipal‑level legislation 
can be at least partially circumvented through corporate relocation (as discussed above), and the 
force of public opinion can only have so much power. Left only to the economic pressures that 
incentivize the current rapid development of AI technologies, it appears likely that AI companies 
in the United States will continue to minimize expenditures on ethics and safety while maximizing 
development of new system capabilities.

In October 2023, the White House, seeking to make progress on AI regulation without needing 
congressional approval, issued an executive order to signal their priorities and urge several agen‑
cies and departments to take meaningful action on AI at the federal level (Harris, 2023b). Despite 
striking a balance between the interests of industry and the public interest, the approach has inher‑
ent limitations—executive orders can be easily reversed by subsequent administrations and lack 
the congressional power to allocate funds (Thrower, 2021).

For those interested in ensuring that AI brings the world maximum benefit and minimum harm, 
the frustrating lack of durable and meaningful progress in Washington leaves us wondering where to 
look. Around the world, cities, states, countries, and regional organizations are beginning to create 
their own AI legislation (International Association of Privacy Professionals, 2023; Johnson, 2023), 
creating a weak patchwork of laws that make up the emerging regulatory environment for AI.

The first elements of this patchwork came from China, the first nation to implement firm AI 
regulations, starting in 2017. Unfortunately, given the country’s long history of using technol‑
ogy for surveillance, censorship, and control of its population, while some of its laws prohibiting 
deep fakes and curbing the power of AI developers seem reasonable, the overall approach does 
not provide a palatable example for democratic nations (Heath, 2023). There are key instances of 
overlap in Chinese and democratic interests, such as China’s novel provisions on “Deep Synthesis 
Technologies,” aiming to regulate each step of the deepfake process, from deepfake generation 
to sharing. While there may be disagreements over certain AI policies, it is clear that some of the 
most significant threats of AI, such as the use of deepfakes, serve as a common ground for demo‑
cratic and non‑democratic countries to collectively build regulation (Sheehan, 2023).
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With its 2024 AI Act, the EU followed China and has now emerged as the most significant player 
among democratically governed nations on AI regulation (Chan, 2023; European Parliament, 
2023). It places bans on numerous uses of AI, including “cognitive behavioral manipulation”—a 
broad term for technologies that interpret behaviors and preferences with the intention of influenc‑
ing our decisions. The bans also include the “untargeted scraping of facial images from the internet 
or CCTV footage,” a practice already used by some companies that sell databases used for surveil‑
lance; “emotion recognition in the workplace and educational institutions,” which could be used 
by companies to discipline, rank, or micromanage employees; “social scoring,” a surveillance tool 
used in China to rate individuals on everyday activities and award (or deny) them social credit2; 
“biometric categorization,” a practice that uses characteristics such as skin tone or facial structure 
to infer gender, sexual orientation, or even the likelihood of committing a crime; and “some cases 
of predictive policing for individuals,” which has already been shown to have racially discrimina‑
tory impacts (Harris, 2023c).

The EU AI Act also regulates “General‑Purpose AI systems” (GPAI), which have great poten‑
tial to be used for both good and harm. Though the law only applies directly to AI used in Europe, 
it has significant extraterritorial implications, in that AI developers doing business in Europe, even 
if not based there, will have to comply with aspects of the law in ways that are likely to shape their 
business practices and products around the world. This includes provisions that require AI devel‑
opers to produce risk assessments of their AI systems, to take precautions to mitigate those risks, 
and to share information about their energy consumption.

However, even strong proposals from the world’s leading countries may not be enough to guar‑
antee the safe development of AI technology globally. Relying on the “Brussels effect,” a term 
for the phenomenon whereby regulations adopted in Europe naturally become adopted as de facto 
global standards, may not be enough to ensure the safe proliferation of AI (Bradford, 2020). How‑
ever, given the scale of global business, political, and individual self‑interests at play, the example 
set by the EU AI Act may not have the widespread impact that the Brussels effect implies. One 
category of harm in particular that cannot be stopped by a weak patchwork of laws is the misuse of 
powerful AI systems by “bad actors,” ranging from vengeful individuals creating devastating NCII 
to scammers cloning the voices of victims’ relatives, to intelligence agencies and digital mercenar‑
ies using AI for coordinated manipulation and misinformation efforts to interference in elections 
to developing lethal autonomous weapons (LAWs), to the deployment of powerful cyberweapons.

Absent any meaningful regulation, companies including Meta, Stability AI, Hugging Face, 
Mistral AI, EleutherAI, and the Technology Innovation Institute have chosen to distribute their 
AI systems in ways that can be easily misused by bad actors. These companies are effectively 
racing against each other to release ever more powerful “open” and “open‑source” AI systems, 
which we refer to herein as “unsecured” AI systems to signify that their model weights have been 
publicly released in ways that facilitate repurposing—which can in some cases be good but can 
also impose significant risks on society (Harris, 2023d). While these unsecured models are not the 
only models susceptible to misuse, online interfaces to secured AI (systems offered through hosted 
web or API interfaces) offer opportunities to stop bad actors from accessing and abusing high‑risk 
AI on a large scale. While hackers have found ways to circumvent safety features of secured AI 
systems, the developers of these systems are able to patch vulnerabilities once discovered and 
also limit the rates of usage of their systems. These types of security interventions are not pos‑
sible for unsecured AI systems, which can be downloaded, fine‑tuned to facilitate abuse, and run 
in secret. No security measure is ever perfect, as hackers and spies could potentially steal model 
weights of secured systems, but this should not be taken to mean that security measures ought to 
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be abandoned completely. Regulation will only become more crucial as time passes, with higher 
capability models from both open and closed sourcing becoming even more risky if used by ma‑
lign actors (Seger et al., 2023, p.12).

One telling illustration of these vulnerabilities can be seen in an announcement from Microsoft 
and OpenAI that hackers from China, Russia, Iran, and North Korea were caught using their AI 
systems to improve their cyber‑attack techniques. Once caught, these companies are able to block 
these users and develop more sophisticated ways of detecting abuses based on their usage patterns. 
The same threat actors, however, could very easily migrate their efforts to the unsecured systems 
provided for download by the companies listed in the paragraph above and likely never be detected 
or stopped from abusing them (Satter, 2024).

Today, this particular set of companies releasing unsecured AI systems are based in the United 
States, UK, Europe, and the United Arab Emirates. Of these companies, the EU AI Act applies 
most directly to Mistral AI, which is headquartered in France. Even though the EU AI Act has 
yet to come into force, it appears to have impacted the company’s release strategy. The company, 
co‑founded by France’s former Digital Minister, Cédric O, fiercely resisted the EU AI Act’s regu‑
lations on GPAI and sought to add specific exemptions for “open‑source” AI to the Act (Chatterjee 
& Volpicelli, 2023; Wanat, 2023). Only a few months after the EU AI Act was confirmed to ap‑
ply to GPAI with only limited exemptions for less powerful “open‑source” models, the company 
announced a partnership to distribute a new, secured model, “Mistral Large,” in partnership with 
Microsoft (Leprince‑Ringuet, 2024). However, with the weak patchwork of regulations that we 
have today, a company in this position could simply choose to relocate to a more permissive ju‑
risdiction and continue to develop unsecured AI systems, albeit without commercial access to the 
European Union market.

What we see here is a perfect illustration of the “pacing problem,” where the pace of technology 
development outstrips the pace of governmental regulation (Downes, 2009). This term has been 
applied to a wide variety of technical fields, including stem cell research, genetic testing, syn‑
thetic biology, nanotechnology, neuroscience, driverless cars, human cloning, and geoengineer‑
ing (Kuokkanen & Yamineva, 2013; Marchant, 2011), though the pace of AI development today 
seems to be even faster than these other examples.

1.3 Enter philanthropy

Faced with such an impasse, international networks of academics have begun working with civil 
society organizations such as the Center for AI and Digital Policy, Amnesty International, the Al‑
gorithmic Justice League, the Center for the Advancement of Trustworthy AI, the Centre for Inter‑
national Governance Innovation, Access Now, the Future of Life Institute, and many others, in an 
effort to advance AI governance efforts around the world (AI Ethicist, n.d.; Belfield, 2020, p.16).

Organized philanthropy, used here to refer to charitable foundations and their grantmaking ini‑
tiatives, has begun to commit significant financial resources to these efforts. Based on our review 
of publicly available information from the Foundation Directory (Candid, 2024), we estimate that 
more than $300 million has been granted by U.S. private foundations to AI programs between 
2018 and 2023, with roughly a third of that total going to AI governance and policy efforts.3

Strategic philanthropists today have an outsized opportunity to bridge the gap between the 
runaway speed of AI technological development and the multi‑layered deliberative processes 
that could take years—or even decades—before a stable intergovernmental AI regulatory body is 
established.
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We argue herein for large‑scale philanthropic investment to create a new Interim International 
AI Institution (IIAII, pronounced “aye‑aye”) that could act as a stopgap measure to facilitate in‑
ternational collaboration on AI governance. With organized philanthropy support, funds could 
be allocated to establish this prototype AI governance body immediately, without waiting for the 
lengthy process of securing commitments from governments around the world. An institution like 
this one, if thoughtfully constructed, could help build the capacity for international collaboration 
on AI governance and support policymakers around the world looking to collaborate with one 
another already—in the absence of such an institution. This institutional prototype would bring to‑
gether policy experts, social scientists, and AI researchers with diverse disciplinary backgrounds, 
facilitating the attainment of technical and policy consensus where possible and clearly identifying 
areas where compromise will be necessary.

Fortunately, there are historical models of international agreements and related bodies from 
other industries that have been studied as models for AI governance, including the International 
Civil Aviation Organization (Trager et al. 2023, p.19), the International Atomic Energy Agency 
(Nichols 2023), the Intergovernmental Panel on Climate Change (Suleyman & Schmidt, 2023), 
the Financial Action Task Force, and the International Telecommunications Union (Ho et al., 
2023, p.9).

Some scholars describe philanthropic resources as society’s “risk capital”—the funds held by 
wealthy individuals or their foundations that can often be deployed quickly and with greater risk 
tolerance than government investments (Bosire, 2020; Buck, 2020). Philanthropic wealth is never 
apolitical, and it will be critical to put checks on the power of any funders contributing to the IIAII. 
Global civil society—of which private philanthropy is a part (Mcguigan & Bass, 2022)—has an 
important role to play in shaping the global governance of AI and should be called upon to guide 
the path forward by advising philanthropists on the investments recommended here.

2 Historical antecedent: Ted Turner’s billion‑dollar United Nations Gift

The idea of strategic philanthropic engagement in support of international governance institutions 
is not new. The most salient and perhaps inspiring case study is Ted Turner’s decision to donate $1 
billion to the United Nations in 1997. Though this donation was mostly known for its historic size, 
it also had important structural implications for UN funding more broadly (United Nations, 2006). 
In 1997, the UN faced criticism of its administrative spending, which ultimately led it to reform 
its operations the following year (The New York Times, 1997; U.S. Department of State, 1997). 
Leading the charge for these critiques, the U.S. government began to withhold over $1 billion in 
membership dues in protest of the UN’s inefficiencies (Crossette, 1997).

In the face of these criticisms, Ted Turner announced his $1 billion donation, originally in‑
tended to “erase the debt” the U.S. government owed to the UN. Turner intended to allow the UN 
to continue operating specific programs frozen due to lack of funding (Turner, 1997). By stepping 
in when government funding was falling short, Turner demonstrated that intergovernmental initia‑
tives, particularly the UN, could be funded by more than just government bodies in a way that had 
positive geopolitical ramifications. Moreover, the realized effects of Turner’s donation also helped 
to facilitate further civil society and private sector engagement with the UN in the following years.

With his donation, Turner created the United Nations Foundation (UNF), a separate organiza‑
tion founded with an initial objective of funneling the large donation to “UN causes” (CNN, 1997). 
Kofi Annan, former UN Secretary‑General, credited the founding of the UNF as the moment that 
the UN became a “partnership organization,” an important transition for the organization that 
greatly increased its capabilities (United Nations, 2006). By acting as a funding body for the UN, 
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the UNF created a mechanism for companies and individuals to donate money to UN causes, 
which has since become an important part of the UN’s sustainable development efforts (United 
Nations Foundation, 2023). The UNF has also inspired and directly channeled hundreds of mil‑
lions of dollars in additional donations from individuals, corporations, governments, and NGOs 
to UN agencies (United Nations, 2006). In this way, the UNF serves as both a legal and financial 
mechanism and could be seen as a historical antecedent for the proposed IIAII, demonstrative of 
the potential for philanthropic contributions to meaningfully change the course of international 
governance institutions.

Of course, there are also reasons to be skeptical of such mechanisms—ideally, the United Na‑
tions would never have found itself in the position it did in 1997, when the United States defaulted 
on its debt. But at this particular historical moment, Turner’s intervention positively impacted the 
organization and leveraged additional resources. The UN took steps, however, to make sure that 
the application of UNF contributions would be carefully governed by UN officials. This takes 
place through the United Nations Fund for International Partnerships (UNFIP), which today sits 
within the UN Office for Partnerships, as well as the UN‑UNF Joint Coordination Committee. 
UNFIP’s Advisory Board is chaired by the Deputy Secretary‑General (United Nations Founda‑
tion, n.d.). The careful structuring of this relationship could be studied in support of the design of a 
similar mechanism that might tie the IIAII to existing UN bodies or facilitate a planned transition 
to such a relationship in the future. Depending on the direction of UN efforts on AI governance, 
the IIAII as an institution could, pending approval of UN leadership, potentially even be donated 
as a whole to the UN via the UNF and UNFIP.

The longstanding relationship between the Bill and Melinda Gates Foundation and the World 
Health Organization (WHO) is another example of a major philanthropic contributor dramati‑
cally increasing the capacity of an intergovernmental institution. According to Euronews, “In 
2018‑2019, the United States was the largest donor at $893 million, accounting for around 15 per‑
cent of WHO’s budget. The Gates Foundation came only second, with $531 million” (Carbonaro, 
2023). Based on information published on the Foundation’s own website, its contribution to the 
WHO from 1998 to 2020 appears to be well over US 5 billion, not adjusted for inflation (Bill & 
Melinda Gates Foundation, n.d.).

When it comes to the governance of AI, the situation is different. There is currently no inter‑
governmental body that plays a role in AI governance. This presents a once‑in‑a‑generation op‑
portunity for one or more ambitious philanthropists to step up and use their financial resources to 
bridge the gap between the speed of AI governance and the speed of AI technology development.

3 How philanthropy is positioned to help

Philanthropy—along with civil society, policymakers, and industry—has an urgent opportunity 
to push AI to fulfill its potential to deliver enormous benefits to society. This would be far from 
the first time that philanthropy has bridged the gap between public and private interests, with core 
involvement in fields ranging from climate change (Betsill et al., 2022) to access to COVID‑19 
vaccines (Banco et al., 2022) to nuclear nonproliferation (Rubinson, 2021). None of these efforts 
have transpired, however, without controversy (Morena 2023; Sklair & Gilbert 2022; Sparke & 
Levy, 2022), and it is critical that philanthropists interested in boldly funding AI governance ef‑
forts learn from both the successes and failures of these past efforts.

Notably, philanthropy even played a significant role in the birth of AI itself. In 1956, the Rock‑
efeller Foundation gave a grant to support the Dartmouth Conference, a five‑week‑long gathering 
of researchers that has now become known as the birthplace of the modern notion of “artificial 
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intelligence.” In what might be one of the most historically significant grant proposals of all time, 
the proposal for the Dartmouth Conference is the site of the first documented use of the term “arti‑
ficial intelligence” (Rockefeller Archive Center, 2022). Today, we come full circle, where it is time 
for organized philanthropy to once again play a critical role in shaping the field of AI.

Reflecting on both current and historical examples, we propose here a three‑part framework 
for understanding how philanthropy can approach supporting the development of international AI 
governance in a manner that is inclusive and participatory; provides critical capital and support for 
innovation, speed, and risk in public policy approaches; and supports the creation and sustenance 
of institutional infrastructure that can increase capacity and resilience in the digital technology 
ecosystem.

3.1 Ensure inclusive representation and participation of civil society

One of philanthropy’s best contributions has been to build the capacity of diverse, expert, and 
timely coalitions in the face of major technological change, both in order to ensure that technol‑
ogy’s benefits are distributed and democratic and to mitigate its harms (Slaughter & Walker 2021). 
We are simply asking philanthropy to do this once more.

In today’s technology and media industries, a small number of actors play an outsized role in 
decision‑making and value capture (Hutchinson, 2022; Moore & Tambini, 2022). This leads to 
a massive asymmetry in who benefits from technology and who bears the costs of both targeted 
harms (e.g., scams and fraud, biased decisions) and diffuse harms (e.g., disinformation, mental 
health, etc.) (Alvesalo et al., 2022; Robinson & Edwards, 2024; Thakur & Hankerson, 2021). 
The starting point for philanthropy should be that the power, value, and decision‑making of 
technology cannot be concentrated in the hands of a few, be they corporations, governments, or 
the wealthy.

One key philanthropic strategy in this domain is to ensure that individuals with diverse lived 
experiences and perspectives actively shape the design, deployment, monitoring, and impact of 
AI. Philanthropy has played a critical role in ensuring that such individuals—and the organiza‑
tions they lead or are affiliated with—are capitalized to make such contributions. In the United 
States, for instance, strategic philanthropists over the past several decades have tried to ensure that 
diverse champions, organizations, and coalitions with expertise in emerging technology and their 
surrounding governance and accountability ecosystems are funded and supported. One example of 
this type of work is the Rockefeller Foundation’s grant of $300,000 to Black in AI, a technology 
research organization, to enhance the representation of Black individuals in the field of artificial 
intelligence. This initiative aims to cultivate a new network of Black scholars and engineers while 
combating bias in AI (The Rockefeller Foundation 2022). Specifically, part of the funds were al‑
located toward addressing issues of discrimination toward people of color in AI facial recognition 
technology. Indeed, what might be broadly called the responsible technology (or public interest 
technology) movement has seen evolving battlegrounds from net neutrality to open data and the 
right to information, to privacy and data governance, to competition and antitrust, and even trust 
and safety (Omidyar Network, 2022).

AI discourse today is colored by the ongoing sparring between what is colloquially known as 
“AI Ethics” and the “Effective Altruism” or “X‑risk” movements; a set of (sometimes divergent) 
foundations and networks have undergirded each field (Arcas, 2023). We agree with calls for a 
recognition on the part of these divergent communities that their struggles are bound up with one 
another and that solving AI’s present‑day ethical harms is in many ways a precondition for ad‑
dressing AI’s longer‑term risks (Kubzansky, 2024).
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Equally important is the role that philanthropy can and has played in bringing together various 
interest groups—e.g., labor groups, civil rights and justice, privacy and data governance, even 
climate—to be represented at the negotiating table on critical issues. Too often, the rapid advance 
of technology, including but not limited to AI, only reveals its potential to cause serious and wide‑
spread harm. These harms are often disproportionately borne by some of the aforementioned inter‑
est groups who are not usually considered technology stakeholders. By learning from past errors 
and supporting these key constituencies, philanthropy can play an important role in staving off 
the downsides of technological advances and fostering broad‑based coalitions that work together 
toward the collective good.

Yet another way for philanthropy to play an important role in building inclusivity is in ensuring 
that the responsible tech ecosystem has the capacity to speak out quickly as an early warning sys‑
tem for unforeseen harms and unintended consequences. This capacity was visibly evident when 
ChatGPT broke consumer adoption records in 2022–2023 (Hu, 2023). Since academic researchers 
and civil society organizations had been studying AI bias and fairness with philanthropic support 
for years before the arrival of ChatGPT (Partnership on AI, 2020, p.9), they were prepared to make 
recommendations on what to measure, how to understand progress and warnings, and where to in‑
vest in disclosure and oversight—from audits, to red‑teaming, to potential licensing and account‑
ability metrics and authorities. Philanthropy has long supported experimentation and innovation in 
many of these areas, with the privilege of having both a longer‑term time horizon than most other 
institutions and the ability to take risks and move quickly if desired when needed.

In many ways, philanthropy fills in the gaps when trying to establish some parity between the 
big power players (corporations and governments) and those trying to raise the clarion call for 
better and improved stewardship (Ford Foundation, 2023). Underlying all of these goals is a criti‑
cal insight into the role of philanthropy: the entire project is, in a sense, about ensuring that the 
digital technology ecosystem centers humanity and societal well‑being. This means embedding 
both long‑term thinking and rapid‑response capabilities that can be resilient and maneuverable to 
match the speed and evolution of any technology. Such an ecosystem would have characteristics 
that allow it to respond to both structural issues (e.g., privacy and data governance, trust, and 
safety, etc., which continue to be governed by foundational principles) and emergent issues (e.g., 
confabulation and synthetic child sexual abuse material (CSAM), which may be unsavory or il‑
legal attributes of a particular technological advancement).

3.2 Providing risk capital for public policy development

In philanthropic circles, the notion of supporting “experimental pilots” of solutions to social prob‑
lems appears to be gaining popularity (Burton D. Morgan Foundation, 2024; MacArthur Foun‑
dation, 2024). Philanthropists are also increasingly looking to the term “catalytic capital” as an 
expression of how they can take risks to fund projects that catalyze deeper societal change rather 
than addressing problems at a superficial level (Schwartz, 2024). This has not always been the 
case. There is wide agreement (Knapp, 2023; Law, 2023) that the mixing of innovation and philan‑
thropy was led by technology and media industry leaders such as Laurene Powell Jobs, Ted Turner, 
Melinda and Bill Gates, Pam and Pierre Omidyar, and the X Prize Foundation.

In the field of AI, there is an opportunity to double down on these types of “high‑risk, high‑re‑
ward” projects (Buck, 2020). A logical extension of these approaches is to test novel public policy 
approaches to rapidly advancing technologies like generative AI.

Funding projects designed to build civil society “go‑to” options for model evaluation and 
improvement tools will go a long way to ensure that we scale the best, most effective policy 
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solutions possible. These initiatives have included testing AI’s resistance to adversaries through 
“red‑teaming” exercises, using algorithmic audits to evaluate bias and boost fair decision‑making, 
or integrating public rating systems for large language models. Data and Society’s Algorithmic 
Impact Methods Lab and Dr. Rumman Chowdhury’s work on Humane Intelligence are examples 
of these efforts. Similar and important work can be done to ensure that we support research in 
emergent areas, for example: How will we ensure that technology is used to augment human 
capabilities and not replace them? How will our relationships evolve in the age of intelligent and 
communicative machines?

Another role of philanthropy is to provide funding to leverage and publish lessons from both 
successes and failures to advance the public conversation about what works and why. For instance, 
in areas such as trust and safety, philanthropy has supported associations (Integrity Institute, 2023) 
of fellows to ensure knowledge sharing and the development of best practices, supported journals 
(Journal of Online Trust and Safety, 2023) that supply innovation and pilot results, and created 
fora for sharing knowledge and create guideposts and diagnostic tools for better outcomes (Stan‑
ford Internet Observatory, 2023).

Finally, philanthropy can help to accelerate consistent global standards and inter‑party nego‑
tiations on policies and regulations. Bringing harmonization and interoperability to the approach 
that governments around the world are taking to AI is critical, and here the philanthropic sector 
can speed up ongoing diplomatic work. Consider, for example, organized philanthropy’s fund‑
ing of the UN Secretary‑General’s High‑level Advisory Body on AI (Advisory Body on Artifi‑
cial Intelligence, 2023, p.25). This Body brings together a cross‑disciplinary group of 38 global 
experts from all world regions to offer diverse perspectives and options on how to govern AI 
for humanity, including in support of the UN’s Sustainable Development Goals. Philanthropy’s 
fast‑turnaround support for efforts like this allows for action to be taken without the delays in‑
volved in awaiting member state contributions. This type of funding has the potential to ensure 
that the public sector is not caught flat‑footed on issues like AI governance that require global 
coordination and rapid action.

3.3 Supporting shared infrastructure and new institutions

Digital technology continues to advance faster than laws, regulations, policies, market incentives, 
and societal norms can keep up (Marchant, 2011). As a result, it has become an ongoing struggle 
to address both narrow and widespread harms, usually long after they have taken a heavy toll. As 
noted above, philanthropy can serve to bridge the lessons of the past with the emerging needs of 
today, as they have done to assist policymakers, regulators, and business leaders for other complex 
and multipurpose technologies, including nuclear technology and biomedicine (Toma, 2022).

This will require philanthropy to invest in the creation and sustenance of new governance infra‑
structure. Examples of this include funding new capacities (e.g., governmental ability to respond 
to threats through research, mobilization, and advocacy) and human capital pathways (so that there 
is a threshold of dedicated expertise that can work in the field), as well as new fields of research 
and inquiry and new organizational homes. Philanthropy has done this before in areas as diverse as 
public interest technology and AI ethics (Ford Foundation, 2023), impact investing (The Rockefel‑
ler Foundation, 2021), and drug and vaccine delivery (NBC News, 2005).

In AI, examples of such infrastructure already in development in civil society are the Center for 
the Advancement of Trustworthy AI, which focuses on providing governments with turnkey tools, 
training, consulting, and best practices for AI regulation, and the Distributed AI Research Institute, 
which prioritizes independent, community‑based research. In the public sector, philanthropy has 
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supported efforts to consider the provision of AI technology in the public interest through propos‑
als such as the National AI Research Resource and CalCompute.

The pace and scale of AI’s progress demand the creation of a new ecosystem of institutions in 
both civil society and the public sector. These new institutions should bring about greater account‑
ability for AI harms and diffuse the concentration of power and expertise in the hands of the tech 
companies and venture capitalists driving much of AI development and decision‑making today. 
Philanthropy has done this before in the domain of technology, in areas such as open‑source eco‑
systems and digital public infrastructure (White, 2023). A key outcome for such efforts is to ensure 
that new bodies and institutions have a harmonious relationship with existing authorities and serve 
to both assist them (e.g., with nimble research or rapid‑response trials or with diverse perspectives 
or community engagement) and hold them accountable to the public interest.

Philanthropy can help leaders and authorities incentivize collaboration and mechanisms that 
lead to world‑class progress. The way forward will require both government and industry to es‑
tablish well‑designed accountability systems with appropriate guardrails and checks and balances 
to prevent serious harm, establish liability, create public alternatives, and provide remedies and 
redress. Philanthropy’s substantive engagement, done well, should accelerate a more equitable 
technology ecosystem.

4 Racing against the race to the bottom

The first public report of the United Nations Secretary‑General’s High‑Level Advisory Body on 
AI, “Governing AI for Humanity,” notes that while there are numerous options upon which a new 
intergovernmental body designed to govern AI could be modeled, there is no clear and obvious 
choice (Advisory Body on Artificial Intelligence, 2023, p.13). The Advisory Body identifies in this 
report seven needed “AI Governance Functions,” needed in any future institutions. The Member 
States of the United Nations are currently negotiating a Global Digital Compact, described in 
a recently released “Zero Draft” to have the objective of “Govern[ing] emerging technologies, 
including Artificial Intelligence, for humanity,” and whose adoption is expected in September 
2024 (United Nations, 2024, p.1). The Zero Draft also calls for the creation of an “International 
Scientific Panel on AI” that appears to be at least partly modeled on the Intergovernmental Panel 
on Climate Change, as well as a “Global Fund for AI and Emerging Technologies for Sustainable 
Development.”

Through these documents, it is clear that the UN sees a need for the rapid launch of institutions 
capable of monitoring risks and opportunities, rendering governance and technical standards in‑
teroperable, and harnessing AI for the public interest, all this with a focus on the UN Sustainable 
Development Goals (SDGs). In email communications with UN officials involved in this effort, 
we learned that the intent is for this work to be initially supported by a small team that will transi‑
tion into a full‑fledged UN AI Office by the end of 2025.

Under normal circumstances, this might appear to be a reasonable timeline for global action. 
However, for those of us concerned with the urgency of the pacing problem and the fact that each 
day of delay in establishing a governing body perpetuates a “race to the bottom” in rapidly deploy‑
ing AI systems, it seems woefully inadequate.

A particularly striking reminder of the “race to the bottom” was a recent study that revealed that 
a version of Stable Diffusion, one of the most popular “open‑source” AI image‑generating tools, 
had been trained with thousands of CSAM images, presumably allowing it to be effective at gener‑
ating AI‑Generated Child Sexual Abuse Material (AIGCSAM) (Thiel, 2023). Another recent study 
found that AI “undressing” tools, which can turn an image of a clothed person (although many 
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of the tools only work on women) into NCII, are gaining popularity, with at least 34 such tools 
widely available online for public use (Lakatos, 2023). The growing availability of “open‑source” 
AI image‑generation tools has been cited as a key factor in enabling the creation of these undress‑
ing tools. At a high school in New Jersey, dozens of pornographic images of female students were 
created, with devastating effects on the children involved (CHILD USA, 2023).

If only a few jurisdictions worldwide take action against AI CSAM and NCII generators, it will 
not be effective. AI developers in unregulated locales will simply continue to build these tools 
unless they are held accountable (Kalia et al., 2024). If the makers of popular tools are careless 
in their production and those tools are trained on illegal CSAM images, they should be held ac‑
countable as well. The proliferation of AI systems that either intentionally or recklessly provide 
people with tools that can be wielded with devastating consequences should be a crime. However, 
it is not yet clear today whether the makers of these tools will, or even can, be held liable under 
existing law.

5 The big bet: The Interim International AI Institution (IIAII)

Lawmakers are scrambling to address a multitude of urgent AI harms like those discussed above 
in numerous jurisdictions, but without a centralized, international body to coordinate and support 
these efforts, they are likely to take far too long to be effective against these already occurring 
harms and those on the immediate horizon (Nilsson, 2017).

The project of governing AI needs to unfold in dialogue with existing frameworks, such as 
UNESCO’s global agreement on AI ethics and the G7’s Hiroshima AI Process. While these frame‑
works are acknowledged in the UN interim report, it is necessary to clarify how any new in‑
stitutional function would interact with them. This process requires the active participation of 
numerous intergovernmental organizations. Through close communication and collaboration, a 
new organization will need to work quickly to “harmonize standards, safety, and risk management 
frameworks” (Advisory Body on Artificial Intelligence, 2023, p.16). Thus, there is an opportunity 
for philanthropic big bets. Leveraging the unique power of strategic philanthropists discussed 
above, there is an opportunity to work alongside the creation of the emerging UN AI Office in a 
way that follows the principles discussed above, as well as those already enumerated in the UN AI 
Advisory Body’s Interim Report.

To move as quickly as possible against the race to the bottom and toward maximum common 
benefit, we propose that one or more philanthropists make a gift in the tens of millions of dollars 
to fund the first three years of operation of the Interim International AI Institution (IIAII), so that 
even if the creation of the UN’s AI Office is delayed significantly, this body can operate in its ab‑
sence. At the end of this initial three‑year period, or hopefully sooner, the IIAII and its assets could 
be placed under UN ownership.

The term “Interim” is important—it signals humility through the understanding that such a 
body must have a democratic mandate to be successful in the long run. The choice of the term 
“Institution” is also significant in its flexibility—it acknowledges that it could evolve in the future 
into an agency or body of another institution or an independent organization—again in preparation 
for possible unforeseen challenges within the UN system. It would bring together the highest level 
of technical and policy expertise in the service of rapid‑response regulatory development. A key 
goal during this period would be to facilitate strong legal standards and enforcement mechanisms 
to bring AI under democratic control. Tasks that the IIAII could undertake would include three 
key areas.
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5.1 Rapid‑response harmonized policy development support

The IIAII’s first priority would be to provide rapid‑response support to regulatory or legislative 
bodies anywhere in the world working to develop AI regulation. By assisting national govern‑
ments in the development of AI policy, the institution can get a head start on the process of har‑
monizing—to the greatest extent possible—AI regulations around the globe. This could include 
legal, technical, translation, communications, and even legislative strategy support—everything 
that regulators need to ensure that their AI laws are robust and iterative, passed as quickly as possi‑
ble, and harmonized with other jurisdictions (and eventually able to integrate with an international 
legal regime) at the state, national, or international level. Even in a place like California, we have 
seen firsthand that legislators lack access to the combination of skilled technologists and policy 
experts who understand the legal and multidisciplinary issues at hand. We have seen this leads to 
confusion, overreach, or duplication of effort that unnecessarily hinders democratic oversight via 
the regulatory process. Some examples include:

• Prototype a global licensing and registration standard for AI systems that defines all of the 
details of how such a system would be implemented and then makes it accessible, as soon as 
possible, so that when such a system becomes legally binding in certain jurisdictions, it is al‑
ready available and tested;

• Develop best‑practice monitoring mechanisms to detect AI harms and risks. The use of these 
monitoring mechanisms can then be mandated by regulation. This could include detecting 
AI‑powered misinformation campaigns and influence operations taking place on social media 
and monitoring the proliferation of unlicensed AI systems that could pose harm; monitoring of 
the “dark web” to find AI systems that can be used to produce NCII or CSAM; or building tools 
to detect content from AI systems that do not use required watermarking standards;

• Build a global version of the planned U.S. National AI Research Resource (NAIRR), both by ac‑
quiring technology capacity directly in the public sector and also requiring that AI companies re‑
serve a certain amount of their capacity for use by vetted researchers at universities and research 
institutions. This parallel approach ensures that we build toward a “public option” that democ‑
ratizes data, compute, and access AI resources without bankrupting public sector institutions;

• Provide technical support for the development of key requirements, standards, and best prac‑
tices so that AI developers are not left uncertain about the expectations for how they can de‑
velop AI systems responsibly. This could include such examples as:

• Guidelines for assessing the human rights impacts of AI systems, including but not limited 
to the fairness of and potential discrimination caused by these systems in which these sys‑
tems could violate privacy;

• Guidelines for how to transparently disclose what training data was used to produce AI sys‑
tems and how to make sure that this training data was ethically and legally sourced;

• Guidelines for how to conduct adversarial testing or red‑teaming of AI systems before they 
are released to the public;

• Guidelines for understanding the potential harms of AI systems across different applications.

5.2 Support collaborative standards development

We are currently seeing a proliferation of efforts to establish standards around AI, with differ‑
ent national and international bodies operating independently, with examples including the U.S. 
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National Institute for Standards and Technology (NIST), the EU’s CEN‑CENELEC, the Interna‑
tional Organization for Standardization, and the Institute of Electrical and Electronics Engineers 
(IEEE). A technically sophisticated coordinating body is needed to facilitate collaboration between 
these institutions to accelerate the development of AI standards, such as a maximally indelible 
watermarking technique (a way for generative AI systems to mark the content they produce so that 
it is difficult to remove, and can be decoded and displayed wherever the content is viewed). Stand‑
ards like this—or common language to set up requirements for industry best practices—could be 
developed in‑house or through coordination between existing groups that are working on similar 
standards. In the case of watermarking, this could mean bridging the gap between the Adobe‑led 
Coalition for Content Provenance and Authenticity (C2PA) and efforts already in place in China.

5.3 Support coordinated public interest AI development

In collaboration with universities and research centered around the world, the IIAII could sup‑
port the coordination of world‑class research and help to productively direct the allocation of AI 
resources to solve scientific problems in the public interest. This could include climate change, 
misinformation, public health, energy, agriculture, and many other fields. The UN SDGs present a 
strong set of guiding goals that could be used to focus these efforts.

The IIAII could also support increased access to AI education, offering public educational re‑
sources, including online courses taught by IIAII staff members working on all of the items above 
and designed to democratize access to AI knowledge and spread its benefits widely.

5.4 Succession planning

The final duty of the IIAII is long‑term succession planning for the institution itself. This would in‑
volve regular documentation of successes and failures in its efforts at the above goals, such that it 
can make recommendations based on its own experience of what its successor institution(s) should 
look like. It should also strive to operate flexibly to prepare for that transition, using UN principles 
and working practices to guide its efforts and smooth a possible transition into the UN system.

While it may eventually make sense to have these types of activities in different institutional 
homes, there is value in having a broad set of such activities under one roof at the outset, as it has 
the potential to spark synergies among a multidisciplinary group of people who would otherwise 
have to fly across the world to connect and exchange ideas face‑to‑face.

It is our contention that the combined cost of these activities—including the convening, travel, 
and maintenance of a high‑level team of 50–60 experts working fulltime in the same location for 
three years—should be in the tens of millions of dollars, easily funded by the philanthropic com‑
munity already backing AI initiatives in this vein.

6 Conclusion

Philanthropic capital is uniquely positioned to make this investment, given its ability to make 
fast decisions and take bold risks in the public interest. This moment represents a unique lever‑
age point, where a vacuum has emerged and technological advances are far outpacing the pace of 
regulatory action.

The recent successful passage of the EU AI Act (Bertuzzi, 2024) is both a sign of good things 
to come and an indicator of the inadequately slow pace of government action, even in the most ad‑
vanced democracy that has managed to pass meaningful AI regulation. Some of the provisions of the 
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EU AI Act will come into force after six months, but others will take between one and three years 
to take effect. Given the relative slowness of the U.S. Congress to regulate social media technology 
and online privacy compared to Europe, it is hard to imagine legislation that has not yet even been 
introduced in the U.S. Congress coming into force sooner than the EU AI Act (Pearlstein, 2023).

The longer we wait to regulate AI, the more people will be harmed by both careless and mali‑
cious use of AI tools. As discussed in the introduction, some of the often irreparable harms caused 
by unregulated AI systems include discrimination in lending, housing, employment, health care, 
and many other areas; the production of interactive misinformation, disinformation, and malinfor‑
mation, election interference, and the production of non‑consensual intimate imagery. For every 
month that we wait to regulate AI, more and more powerful unsecured AI tools proliferate, and 
it will be very difficult to ever get these tools out of circulation. Therefore, propelling regulation 
forward as quickly as possible is a critically time‑sensitive effort.

Another reason that philanthropy may be the best, and perhaps only, option to fund such an 
endeavor is the competitive dynamics inherent to the relationship between adversarial nations. The 
EU AI Act notably created exemptions for national security and police use of many types of oth‑
erwise prohibited AI systems (Nolan et al., 2024). As with climate change, regulation, and nuclear 
nonproliferation agreements, many, if not most, countries do not want to be the first to make bold 
commitments to self‑restraint without knowing that other nations will follow suit. This “regulation 
dilemma,” arguably more difficult to overcome than the prisoner’s dilemma (Han et al., 2021), is 
further evidence of the need for a global coordinating body to step in as soon as possible to drive 
forward global collaboration and progress on AI regulation.

Ted Turner’s billion‑dollar donation to the United Nations is still remembered a quarter‑century 
later. The creation of the IIAII is an opportunity to make an outsized impact at a critical inflection 
point for AI that will deliver broad societal benefits well into the next century.
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Notes
 1 In this chapter, we refer to AI broadly, including the ranking and recommendation systems that power 

social media platforms, as well as generative AI. Specifically, we use here the OECD’s 2023 updated defi‑
nition of AI, “An AI system is a machine‑based system that, for explicit or implicit objectives, infers, from 
the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions 
that can influence physical or virtual environments. Different AI systems vary in their levels of autonomy 
and adaptiveness after deployment” (Russell et al., 2023).

 2 A concerning example of this includes Chinese journalist Liu Hu, who was blocked from buying plane 
tickets, property, or taking loans. There was no formal government notice of the restrictions or an appeal 
process, with the restrictions being thought to be the result of Hu’s anti‑corruption reporting and tweets 
against the government (Zhao, 2018).
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 3 Other categories that we assigned to grants included AI & medicine/science, AI ethics, AI & climate 
change, AI education, AI fairness & inclusion, and AI safety/existential risk. It is not appropriate to con‑
sider this an exhaustive review or anything more than a rough approximation of a floor on funding, due to 
potential significant gaps in the Foundation Directory database, delays in reporting, and the difficulty of 
assigning categories to grants that often blurred the lines between categories or fell into multiple catego‑
ries. Corporate giving, when coming directly from a company, was also not included in these totals.
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24
ON FOUNDATIONS AND 
FOUNDATION MODELS

What lessons can AI and philanthropy  
learn from one another?

Diana Acosta‑Navas

The increasing capabilities and enhanced presence of artificial intelligence in a growing number 
of domains of human life have forced the public to ask what values should guide its design and 
development. Researchers in the field refer to this problem as the problem of alignment: how can 
AI be aligned with human values and interests? From this central problem, other questions arise, 
including “What are the values that should guide the development of AI?” and, more fundamen‑
tally, “Who gets to decide?” (Gabriel, 2020). The latter is a question of power. Given the scale at 
which AI is likely to impact humanity, whoever decides what values it is aligned with will have 
enormous power.

Decisions about the values and principles that should guide the development of AI involve 
a complex set of trade‑offs, given the many moral challenges that this technology poses. These 
include long‑term and existential risks to humanity caused by a hypothetical super‑powerful AI, 
alongside more immediate concerns about the risk of AI‑powered disinformation, problems re‑
lated to bias and discrimination, copyright, privacy, and labor, among others. How to allocate 
resources to mitigate these risks is a delicate question, which requires developers to make value 
trade‑offs that can have a significant impact.

Large philanthropic organizations fund much of the current work on AI alignment. Organiza‑
tions like Open Philanthropy and others in the Effective Altruism network are channeling signifi‑
cant resources into this area, recognizing the crucial need to ensure that AI systems are developed 
with safety and ethical guidelines in mind. However, this influx of funding from major philan‑
thropic entities has raised concerns among experts about the potential for skewing the research 
agenda and a resulting concentration of power in the field of AI (Ahmed et al., 2023; Lazar and 
Nelson, 2023). Critics argue that such concentration of financial resources in the hands of a few 
organizations can lead to a narrowing of perspectives and priorities, potentially overshadowing 
other important ethical concerns related to AI. More specifically, they have objected to the dis‑
proportionate allocation of resources to research focused on long‑term existential risks and the 
consequent negligence of more immediate risks related to disinformation, discrimination, labor, 
and copyright (Gebru, 2022; Lindsay, 2023).

This chapter examines the question of how power can be concentrated at the intersection of 
philanthropy and AI. It draws a parallel between elite philanthropic organizations and advanced 
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AI developers, to analyze how each can create concentrations of power that stand in tension with 
fundamental democratic values. Drawing from a family of arguments in the literature, I hold that 
philanthropic organizations can challenge the value of political equality, by reducing the public’s 
decision‑making power in areas of common interest. Taking these arguments at face value, I argue 
that advanced AI developers share some of these characteristics, which render them problematic 
from the perspective of democratic values. I argue that the most advanced models in AI have come 
to occupy a space that is similar to that of large philanthropic organizations. That is a space where 
anti‑democratic concentrations of power can occur due to their ability to bring about outsized soci‑
etal impact while standing outside the scope of substantive democratic and market accountability.

The final section discusses a set of recent initiatives that aim to democratize decisions about 
the values with which AI models should be aligned. These initiatives seek to create spaces for 
stakeholder participation and deliberation over the appropriate ethical guidelines for the design 
and development of AI. This section argues that, on the one hand, these initiatives fall short of 
creating binding mechanisms of public accountability for AI developers. On the other hand, they 
create opportunities for more robust forms of democratic participation.

1 Foundations

This section outlines a family of arguments that have been advanced, among others, by Reich 
(2018), Saunders‑Hastings (2022), Cordelli (2020), and Illingworth (2022) for the claim that the 
mode of operation of large philanthropic organizations stands in tension with democratic values. 
These arguments have emphasized two characteristics of large foundations that are in tension 
with the normative ideals of a democratic society, in particular, the ideal of political equality. In a 
nutshell, they argue that elite foundations may have a major impact on matters of public concern 
while standing outside the scope of democratic oversight. For this reason, they can realize donors’ 
conception of the social good and enhance their influence on society, with little transparency and 
public accountability, thus leading to large concentrations of power. Below I elaborate on each of 
these claims.

Beforehand, three clarifications are in order. Firstly, this argument is not intended as a moral 
criticism of philanthropists or their motivations. Everything I argue below is perfectly consistent 
with a positive view of the individual morality of donors. As a matter of fact, the argument is based 
on the assumption that philanthropic donations are (to some extent) meant to realize the philan‑
thropists’ conception of the social good. Rather, the subject of the argument is the larger political 
system in which large philanthropic organizations are situated, and the ways in which social and 
political relations are constituted in this context. Thus, instead of focusing on the individual ethics 
of philanthropic donations, this argument focuses on its political implications on a democratic so‑
ciety that is constituted around the idea of political equality (Reich, 2018). Secondly, this argument 
should be interpreted as a form of non‑ideal theory. It discusses democratic values and ideals but 
assumes that there are significant deviations from these ideals, due to existing domestic and global 
inequalities. Thirdly, this argument does not focus on philanthropy as a general practice or on 
small philanthropic organizations. Rather, I focus on what Saunders‑Hastings (2022) calls “elite 
philanthropy.” While the contours of the category may be somewhat vague, what is relevant to the 
present argument is the scale of impact and the bindingness of donor intent.

Based on these three assumptions, the argument goes as follows: Political equality among citi‑
zens is a core normative ideal of democracy. Part of what it means to be a democratic citizen is to 
enjoy equal political standing and to share equal authority over common life. This ideal creates 
an imperative for societies to limit or reduce inequalities of influence, particularly over matters of 
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public interest. The concentration of such influence in the hands of a wealthy few is problematic, 
especially when outcomes of significant social importance that should be the subject of democratic 
decision‑making fall under the disproportionate control of a few individuals. However, philan‑
thropic donations bypass the conduits and procedures designed for democratic decision‑making, 
leading to a redistribution of control to private entities. This shift diminishes political equality by 
limiting the range of public interest matters that individual citizens can effectively influence.

From the perspective of individual morality, philanthropists’ actions may be praiseworthy. They 
may be guided by philanthropists’ conception of the common good and their understanding of the 
needs and interests of their beneficiaries. Given that donations are made from private resources, 
we may be tempted to conclude that there is nothing objectionable about using them in such ways.

However, from the perspective of democratic values, this situation is problematic regardless of 
the intentions of philanthropists. It appears that when private donations have large‑scale impact 
on matters of public interest, they are no longer so clearly situated in the purely private sphere. 
Given their oversized impact on matters that profoundly affect the lives of large numbers of peo‑
ple, we need a critical perspective on their political implications (Cordelli, 2020; Reich, 2018). 
While it seems perfectly acceptable for philanthropists to use their private resources to pursue their 
conception of the good, we may be more cautious in examining the receiving end of such transac‑
tions. How funds are allocated and how they affect society at large may require a different kind of 
justification altogether than the donors’ private conception of the good. That is, it may require that 
such impacts be deemed acceptable to beneficiaries and other stakeholders who hold a plurality of 
values and interests that may, or may not, coincide with those of the philanthropist.

However, decisions about the use of philanthropic funds are not mandated to undergo public 
deliberation or any other democratic procedure. These decisions are treated as being the preroga‑
tive of donors, given their private ownership of resources. While this situation may not constitute 
grounds for moral objections to donors, it is a cause for concern in terms of its broader political 
implications.

For one thing, by isolating decisions over matters of public interest from the sphere of demo‑
cratic procedures, philanthropic activity can lead to the erosion of political equality and the con‑
centration of excessive power in the hands of a wealthy few. This power is exercised through 
agenda‑setting decisions, decisions over the allocation of resources to some causes over others, 
and choices over the downstream trade‑offs created by such decisions (Wenar, 2011). In a demo‑
cratic context, decisions that affect the public should ideally be made through processes that allow 
for citizen input and oversight, to ensure that they reflect the collective will and public interest. 
However, when philanthropists make these decisions unilaterally, they bypass democratic proce‑
dures. The problem is exacerbated by the absence of robust and binding mechanisms for those 
impacted to challenge and contest the way that philanthropic funds are used.

For another thing, philanthropic organizations are exempt from the normal mechanisms of 
market accountability, such as competition and consumer choice. Philanthropic decisions are not 
subject to market forces. As a result, their decisions may not be responsive to the actual needs and 
preferences of those they aim to serve. Shielded from both types of public accountability, phil‑
anthropic organizations have no incentive to seek alignment with the preferences and interests of 
recipients and other stakeholders (Saunders‑Hastings, 2022).

In the absence of both democratic and market accountability, Saunders‑Hastings adds, elite 
philanthropic organizations can exert unbounded control over the use of funds. The legal frame‑
work governing charitable gift trusts prioritizes the protection of donor intent, barring any balanc‑
ing of the donor’s plans against the needs or preferences of recipients, or broader considerations 
of social utility. Thus, while elite philanthropists often view their donations as an expression of 



Diana Acosta‑Navas

396

altruism and moral commitment, they also wield significant sway over recipient organizations. 
They can exert prolonged control over the expenditure of funds through formalized mechanisms of 
influence, such as conditions or restrictions attached to their donations. Because foundations can 
operate indefinitely, this approach can result in the preservation and transmission of donors’ influ‑
ence over extended periods. Recipient organizations, on the other hand, have a particular incentive 
to prioritize the satisfaction of major donors, who possess the capacity to make substantial con‑
tributions. Under conditions of stark economic inequality at both domestic and global scales, or‑
ganizations and beneficiaries may not be in a position to decline generous philanthropic donations.

In sum, elite philanthropy has the ability to substantially advance donors’ conception of the 
good. Because decisions over the use of philanthropic funds occur outside the scope of democratic 
processes, oversight, and control, they remove decisions over matters of common interest from 
the public domain. Hence, the societal impact of philanthropy falls outside the scope of public ac‑
countability (including both democratic and market accountability). It is not treated as something 
that ought to be justified to stakeholders with a plurality of conceptions of the good. Such isolation 
from public accountability may lead to large concentrations of power on the part of elite philan‑
thropic organizations and stands in tension with the ideal of political equality.

The following section argues that frontier AI models – so‑called foundation models – share 
some of the characteristics that place elite philanthropy in tension with democratic values. Like 
large philanthropic organizations, the developers of foundation models have the ability to realize 
private conceptions of the good by making unilateral decisions about the values that inform these 
models. In the absence of accountability mechanisms, this could lead to a large concentration of 
power over matters of public interest.

2 Foundation models

The term “Foundation Model” was coined in a 2021 report, written at Stanford University to 
describe a specific type of technology that would quickly gain dominance in the field of AI. Foun‑
dation Models are described in their paper as the result of a confluence between technical and 
sociological inflections in AI research. The technical inflection point that led to the development 
and eventual adoption of these models is traced back to the use of “transfer learning,” namely, the 
technique by which an AI model can transfer “knowledge” acquired from one task and apply it to 
the performance of another task. Transfer learning allowed AI researchers to train models on sur‑
rogate tasks and then adapt them to perform other downstream tasks of interest via fine‑tuning (i.e., 
providing human feedback to improve the models’ performance on a given task).

Together with improvements in hardware, model architecture, and the availability of larger 
datasets, these technical advances allowed for a small number of natural language models to 
become the basis on which a wide range of tasks were performed. These models are used not 
only to process and predict patterns in natural language but also in images, molecular structures, 
and protein sequences. Moreover, they are not only trained on textual data but are increasingly 
multimodal.

This kind of model is characterized by two features: (1) Emergence, or the development of 
behaviors and abilities that were neither explicitly trained nor anticipated by the developers; (2) 
Homogenization, or the consolidation of methodologies for building AI systems based on founda‑
tion models.

Due to homogenization, characteristics of the foundation model are inherited by all models that 
are built as adaptations of it. To clarify, a foundation model is trained on large corpora of multimodal 
data and serves as the basis for the training of more specialized domain or task‑specific models. 
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Foundation models may be adapted for tasks ranging from sentiment analysis to image captioning, 
to object recognition, to conversation (in popular chatbots, like ChatGPT). These adaptations can 
then be employed for a variety of purposes. Any biases or values encoded in the foundation model 
are reproduced by the adapted models that are built on them. When applications are deployed, 
such biases find their way into society, by influencing the decisions and actions of end users. These 
downstream effects are likely to occur on a large scale, given the variety of possible applications 
built upon them and the scale at which any given application is likely to impact society.

In what follows, I argue that foundation models can lead to concentrations of power that are 
in tension with democratic values, first because of their outsized influence on matters of com‑
mon interest and second because these models are shielded from existing mechanisms of public 
accountability.

2.1 Large‑scale impact on matters of public interest

Before the advent of foundation models, scholars had already begun to discuss the massive scale 
at which AI models impact society (Weinstein et al., 2021). An AI algorithm deployed on social 
media for content moderation may impact users worldwide, affecting the quality and nature of 
public debate. A credit scoring algorithm can impact large numbers of loan applicants. The same 
is true of AI algorithms used to screen job applicants, assess recidivism risk in criminal justice, 
and direct law enforcement resources through crime prediction and recommendation algorithms.

The role of technology as a value amplifier is particularly clear in the case of AI systems, given 
the rapid scalability of their deployment. To the extent that developers’ values are reflected in de‑
sign decisions, these values are likely to determine the ways in which end users are impacted by AI 
systems (Flanagan & Nissenbaum, 2016). Because of their scalability, these impacts are likely to 
be significant. Consider, for instance, the role that content moderation algorithms on social media 
may play during a contested election.

The (expansive and not always evident) influence of developers’ values may be the result of 
deliberate choices on their part, or simply the result of unacknowledged biases. Developers may, 
unbeknownst to themselves, prioritize a group of users while neglecting others. This has been the 
case when content moderation algorithms have been deployed for low‑resource languages, leading 
to poorer performance. On the other hand, developers may engage in fairly sophisticated delibera‑
tion over value trade‑offs and compromises. This was the case during the COVID‑19 pandemic 
when social media platforms were forced to balance the value of free speech against the value of 
public health, in their content moderation algorithms. Whether or not developers rank and prior‑
itize these values in a way that is responsive to stakeholders, their choices are likely to influence 
high‑stakes outcomes for large groups of people.

Foundation models amplify this phenomenon. Using foundation models as a basis for a wide 
range of applications makes developers’ choices far more impactful than other AI algorithms. 
Early on, Bender et al. (2021) warned of some risks associated with these models, including their 
potential to privilege hegemonic voices and perspectives due to their outsized representation in the 
models’ training data (see also Weidinger et al., 2021). Another risk, they argued, is for training 
data to contain unaccounted biases due to designers’ lack of understanding of salient social catego‑
ries. The authors cite the example of #MeToo as an important contribution to the public discussion 
of gender discrimination that could be filtered out by a model’s guardrails on what constitutes in‑
appropriate sexual communication (Bender et al., 2021). Likewise, Welbl et al. (2021) discuss the 
disparate impact of toxicity mitigation tools on non‑hegemonic English dialects and topics related 
to women and minorities.
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Note that the biases discussed by these authors are the result of design decisions, aimed at 
mitigating potential risks stemming from these models. In this way, they are the expression of 
value‑driven decisions – some based on deliberate value trade‑offs and some based on implicit 
assumptions. When these choices are encoded in foundation models, they are likely to trickle 
down to downstream adaptations, from content moderation to recommendation systems, to digi‑
tal healthcare services. How developers rank, prioritize, and balance values in conflict will then 
trickle down to applications and have significant impact on end users and decision subjects.

The implications of these models should be analyzed at two morally relevant levels: individual 
and societal. At the individual level, researchers have drawn attention to the possibility of systemic 
failure resulting from AI‑based decision‑making. Systemic failure occurs when undesirable out‑
comes consistently accrue to the same individuals or groups (Bommasani et al., 2022). Research 
on outcome homogenization suggests that decision‑making using AI systems often leads to the 
accumulation of negative outcomes for individuals. Furthermore, foundation models can lead to 
outcome homogenization across a wide variety of tasks and domains:

employing many adaptations of the same foundation model for multiple automated deci‑
sion‑making tasks means that decision subjects may face a more homogeneous set of judg‑
ments rooted in the underlying foundation model. This algorithmic monoculture could lead 
to consistent and arbitrary rejection, misclassification, or ill‑treatment of individual decision 
subjects.

 (Bommasani et al., 2021)1

In addition to the impact on individuals, it is important to consider the impact of foundation mod‑
els on society more broadly. On a larger scale, Kleinberg and Raghavan (2021) argue that the use 
of shared algorithms for high‑stakes decision‑making leads to algorithmic monoculture, that is, to 
the homogenization and convergence of the decisions of different actors. Given that foundation 
models are likely to be employed by a large number of actors in a wide variety of domains and 
that applications built on top of them can inherit their biases, it would be reasonable to expect 
that any impact from these models would occur at a broad systemic level. Thus, “the application 
of foundation models across domains has the potential to act as an epistemically and culturally 
homogenizing force, spreading an implicit perspective, often a socially dominant one, across mul‑
tiple domains of application” (Bommasani et al., 2021).

Consider again the case of toxicity evaluation and mitigation tools for foundation models. 
These may be used as the basis for recommendation systems, as well as the deletion, promotion, or 
demotion of content on social media platforms, captioning systems for audiovisual media, transla‑
tion, social chatbots, personal assistants, and educational materials. Whatever value choices and 
trade‑offs are coded into the model will be reflected in these applications. Developers may define 
toxicity in a way that prioritizes the interests of the digital platforms rather than users. They may 
prioritize child safety by removing sexually explicit content, disproportionately impacting content 
posted by LGBTQ influencers, or feminists denouncing sexual harassment. They may prioritize 
readers’ sense of comfort and willingness to engage with content and thus disproportionately im‑
pact politically sensitive topics and contributions in non‑dominant dialects (Welbl, 2021; see also: 
Liang et al., 2023). These decisions can affect the kind of content we can contribute to public 
discussions and, just as importantly, what kind of content we have access to. The value trade‑offs 
coded into these tools will be reflected in what perspectives, forms of expression, and types of 
content are part of the informational environment of large numbers of people.
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Mitigation tools for toxic content are just one area of public interest where foundation models 
are likely to have an outsized societal impact. Values, trade‑offs, priorities, and biases in these 
models are likely to be inherited by applications in other domains, from hiring to credit screening, 
risk assessment, and medical diagnoses. More generally, algorithmically mediated decision‑mak‑
ing occurs in areas that determine individual access to, and distribution of, basic social goods. To 
this extent, they have a large‑scale impact on matters of public interest.

2.2 Limited stakeholder control

One of the central ethical concerns raised by the use of AI in high‑stakes decisions is that of the 
transparency and explainability of its algorithms. The opacity of algorithmic decisions, especially 
those that are high stakes, is concerning for two reasons. First, AI operates by detecting patterns in 
large swaths of data that are unintelligible to human beings. As such, their outcomes are difficult to 
understand and evaluate for the users of the systems and the individuals impacted by them. If we 
cannot understand how an algorithm reaches a given decision, we cannot judge whether it is based 
on relevant (and fair) criteria. This opacity, in turn, is problematic because it makes it substantially 
difficult for decision subjects to challenge unfavorable outcomes.

The field of explainable AI has taken steps toward determining what would make algorithmic 
decisions explainable in different fields of application, and how explainable AI systems may be 
built (see: Longo et al., 2023). However, foundation models raise a particular set of challenges. 
Due to the sheer volume of their training data and the number of parameters in the model, there are 
difficulties associated with maintaining adequate documentation and understanding the models’ 
behavior (Bender et al., 2021). These properties detract from stakeholders’ ability to contest nega‑
tive outcomes that affect them.2

They also make it difficult for researchers, third parties, and society at large to understand and 
address existing weaknesses in the models. There are no mechanisms by which stakeholders could 
contest or challenge the risks created by these models. More generally, it may be the case that 
broader society does not recognize or accept the value systems that are encoded in the models. If 
this were the case, there would be no mechanism for society to express disapproval or to pressure 
developers to change the models.

Concerns about accountability to stakeholders could potentially be mitigated if the design of the 
systems took stakeholder input into account. Participatory design has been upheld as a means of 
making technology responsive to different stakeholder groups and, particularly, those that have been 
historically marginalized and excluded (Constanza‑Chock, 2020). Bondi et al. (2021) argue that 
some form of participatory design must be a constitutive aspect of AI systems designed to promote 
the social good. By setting up consultation processes with representatives of stakeholder groups and 
keeping communication channels open throughout the life cycle of the system, developers make 
their products responsive to the interests and preferences of the people impacted by their models.

However, participatory approaches to AI systems have been strongly criticized. Sloane et al. 
(2022) argue that participatory design is sensitive to the particular contexts in which technologies 
are deployed. Hence, the accountability‑granting aspect of participatory processes is constrained 
to the contexts in which stakeholder consultations are conducted. Because AI systems scale so eas‑
ily, their impact will rapidly extend beyond such contextual boundaries. Thus, participatory design 
makes AI systems responsive only to a limited set of stakeholders and in a limited context, but the 
impact of these systems far exceeds these limits. Hence, participatory design can only make AI 
accountable to the public in a very minimal sense.
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Foundation models only exacerbate these concerns. Due to their adaptability to a wide variety 
of tasks and applications, each of which is likely to have a significant impact, the creation of par‑
ticipatory processes that take into account all relevant stakeholder groups requires the creation of 
new participatory methodologies, which enable the scalability of meaningful stakeholder engage‑
ment. One such methodology is discussed in Section 3.

As things stand, however, the developers of foundation models are not subject to any meaning‑
ful form of stakeholder control or accountability, despite their outsized impact on matters of public 
interest. The reason is twofold. Firstly, because of their opacity and the difficulty of understand‑
ing their operation, their results are not easily challenged, nor are their flaws easily identified. 
Secondly, given the variety of applications for which they can be used, and their rapid scalability, 
existing participatory mechanisms are not an effective means of incorporating stakeholder input.

2.3 Concentration of power

Section 1 of this chapter discusses the idea that the activities of elite philanthropic organizations 
can lead to concentrations of power that are in tension with democratic ideals. This is due to their 
ability to bring about large‑scale societal impact in ways that are not constrained by the prefer‑
ences or interests of those whose lives are impacted. This section argues that foundation models 
share some of the characteristics of elite foundations. Because of their large‑scale societal impact 
and the absence of meaningful stakeholder control or accountability, foundation models allow for 
power to disproportionately accrue in the hand of their developers.

As these models encode developers’ value systems, their impact is likely to reflect their implicit 
values, biases, and assumptions as well as the explicit value trade‑offs that constitute an inescap‑
able aspect of technological design. Hence, foundation models are poised to realize developers’ 
conceptions of the good. In doing so, they will affect large groups of stakeholders in ways that 
are driven by developers’ values but are not responsive to stakeholders’ preferences and interests. 
Like elite philanthropic organizations, these outsized concentrations of power have the potential 
to strain democratic ideals. Not least, they undermine the basic democratic assumption that mat‑
ters of public interest should be decided by actors and procedures subject to public oversight, 
accountability, and control. This assumption is derived from the fundamental value of political 
equality, which is undermined when power is disproportionately concentrated in a few individuals 
and organizations.

This concentration of power is exacerbated by the fact that only a handful of organizations have 
access to the resources needed to train and deploy foundation models. Training these models re‑
quires access to data and computational power that only a few firms have. Therefore, “the organi‑
zations most capable of producing competitive foundation models will be the most well‑resourced: 
venture‑funded start‑ups, already‑dominant tech giants, and state governments” (Bommasani et al. 
2021). This implies that the unchecked and unrestrained social influence wielded through these 
models is held by a select number of entities. While this does not entirely isolate developers from 
market accountability (in the ways that philanthropic organizations are isolated), it does signifi‑
cantly reduce the size of the existing market to a homogeneous group of developers. Furthermore, 
the opacity of models and the difficulty of interpreting them make it difficult for customers to 
make informed judgments regarding what model best promotes or represents their preferences.

Importantly, the concentration of power that is created by foundation models compounds some 
of the issues raised in the introduction of this chapter regarding the disproportionate power of 
large philanthropic organizations in setting the agenda for AI safety and its alignment with human 
values. Ahmed et al. (2023) describe how sizable philanthropic donations, in addition to policy 



Foundations and foundation models

401

advocacy and other forms of influence, have advanced an agenda for AI alignment that is endorsed 
by a specific epistemic community of researchers, developers, and philanthropists, which they 
refer to as the “AI safety epistemic community.” This is “a community with clearly‑defined shared 
values and methods of knowledge production,” the impact of which has extended beyond the 
community’s bounds and has “translated their shared moral and normative claims into technical 
solutions and recommendations for AI policy that may have lasting, global implications” (Ahmed 
et al., 2023, 1‑2). This community, which endorses a homogeneous set of values, is pursuing a 
particular agenda in AI alignment, leading to the prioritization of some issues over others, and to 
the assumption of important trade‑offs. To the extent that these choices influence the development 
of AI models, they can be crystallized in the design of these models, leading to large‑scale impact, 
which stands outside the scope of existing forms of public accountability. As is the case with the 
activity of philanthropic organizations, questions of the individual morality of these decision‑mak‑
ers are independent from questions about the political implications of their actions. Whether or not 
their agenda for value alignment is morally appropriate, the power concentration at this intersec‑
tion stands in tension with democratic values.

3 Balancing acts: can foundation models be democratized?

There is a set of strategies that may mitigate the concentration of power that results from the design 
and deployment of foundation models. These range from some forms of regulation to the creation 
of open‑source models that expand the scope of actors who can benefit from foundation models. 
This section focuses on “deliberative alignment” as an improvement and enhancement of exist‑
ing participatory design methods. I argue that through the deliberative alignment of foundation 
models, developers have the opportunity to shape their products in ways that are responsive to 
the preferences and interests of a broader group of stakeholders. This section explains the notion 
of deliberative alignment and how recent initiatives on the part of AI developers have used it to 
obtain stakeholder input on what values should guide the development of AI systems.

“Deliberative Alignment” refers to a set of initiatives to create deliberative spaces where stake‑
holders are invited to deliberate with one another with the aim of generating a set of recommen‑
dations for the developers of AI models. The end goal of these recommendations is to inform 
developers on how to align models and applications with stakeholders’ preferences and interests. 
Section 2 argued that participatory design is limited as a tool for artificial intelligence, especially 
foundation models. The main challenge for participatory approaches to AI is to develop method‑
ologies that work at the required scale, while retaining the accountability‑granting properties of 
traditional participatory methods. To this end, participatory methods should be scalable and inclu‑
sive, ensuring that the full range and diversity of stakeholders are adequately represented. At the 
same time, they should be open, thus allowing stakeholders to set the agenda in accordance with 
their interests and preferences.

These desiderata are seen as being in tension with each other. Allowing stakeholders to set the 
agenda and deliberate to reach a set of agreements is thought to require smaller groups of partici‑
pants. These qualitative participatory spaces occur in focus groups or citizen assemblies, where the 
limited number of participants allows for deliberation to be held and for a tractable set of outputs 
to be generated, which can, in turn, produce an actionable list of recommendations. Quantitative 
participation, on the other hand, allows for a greater scale and is a more efficient method of con‑
sultation that more easily ensures the inclusion of all relevant stakeholders. However, quantitative 
methods fall short of providing a space for open participation. The reason is threefold: (1) Quan‑
titative methods do not grant stakeholders agenda‑setting power. (2) Quantitative methods do not 
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allow for deliberation or the search for common ground among competing interests. And (3) by 
quantitatively aggregating results, they may favor majority views while setting aside the inter‑
ests and perspectives of (potentially marginalized and vulnerable) minority groups. This tension 
between the desiderata of scale, inclusion, diversity, openness, and tractability is one of the main 
reasons why participatory processes have been regarded as ill‑suited to inform the development of 
AI models (Sloane et al., 2022).

Recent attempts at deliberative alignment have sought to resolve this tension by deploying tech‑
nologies that allow for deliberative participation at scale. They use data analysis of participants’ 
contributions to find areas of common ground among them, with the goal of integrating a wide 
diversity of stakeholders’ perspectives and interests. This approach to stakeholder consultation is 
based on the recognition of the scale at which AI will impact society. Consequently, stakeholder 
participation is designed to ensure that the outcome can be responsive to as broad and diverse an 
array of stakeholders as is necessary.

A group of technologies enable these participatory spaces, which I will refer to as deliberative 
technologies, following Konya et al. (2023a, 2023b). Deliberative technologies underpin plat‑
forms where large numbers of stakeholders can express their perspectives and interests in their 
own words and can vote on the contributions of others. They use machine learning to process this 
information and create visualizations that make the information tractable to both participants and 
decision‑makers. Importantly, these technologies analyze stakeholder input in a way that allows 
them to understand voting patterns among different stakeholder groups.

One example of such technology is Polis (n.d.): an online participation platform that generates 
real‑time visualizations of the opinion landscape, allowing participants, moderators, and deci‑
sion‑makers to understand the distribution of opinion groups and to identify areas of consensus 
among opinion groups who otherwise disagree.

Polis’s innovation in the space of online deliberation platforms lies in its nuanced revealing 
of the overall opinion landscape in a way that preserves opinion groups and respects minor‑
ity dissent, as well assuming no relationships between various comments, other than that 
they could be compared.

(Small et al., 2021, 4)

Similar tools, such as Remesh, are used to host collective dialogues with the aim of identifying 
areas of common ground among participants.

AI labs and governing bodies can use this process to develop concise sets of common 
ground policy guidelines that bridge demographic divides and reflect what a given popula‑
tion wants. It is ideal for those that have to make policy decisions that impact large popula‑
tions and want a democratic process to align those decisions with informed public will.

 (Konya, et al., 2023a, 2023b, 2)

These tools employ “bridging‑based ranking” to identify and promote contributions that generate 
agreement across political or demographic divides (Ovadya, 2022).3

These and similar tools have been employed in the context of policymaking (Horton, 2018), 
as well as during peace negotiations (Konya et al., 2023a, 2023b), and for enabling fact‑check‑
ing (Miller, 2022). More recently, AI companies have begun working with technology‑enabled 
participatory processes, as a consultation mechanism for model alignment (Coy, 2023). In 2023, 
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Anthropic piloted the use of Polis to enable collective deliberation over the values and principles 
that should serve as a “constitution” for its chatbot, Claude (Ganguli et al., 2023; Roose, 2023). 
They describe the process as enhancing transparency in the design and development of AI models 
that can be better tailored to the needs of specific communities.

Open AI piloted a similar project, creating participatory spaces for deliberation on the appro‑
priate ethical guidelines for Chat GPT. The program, called “Democratic Inputs for AI,” was the 
company’s first attempt to democratize decisions over the values encoded in its product. With it, 
they sought to address the question of whose values Chat GPT should be aligned with and, more 
importantly, the question of who should decide (Eloundou, 2024; Perrigo, 2024; Zaremba et al., 
2023). To some extent, it constitutes an attempt to empower stakeholders to make impactful deci‑
sions about the behavior of the system. Such deliberative spaces revolved around questions like: 
“What principles should guide AI when dealing with issues that involve both human rights and 
local cultural or legal differences, such as LGBTQ rights and women’s rights?” “Should AI’s re‑
sponses change based on the location or culture in which it is being used?” or “What categories 
of content, if any, do you believe creators of AI models should focus on restricting or denying and 
what criteria should be used to determine those restrictions?”

The use of deliberative technologies to enable these participatory processes is intended to en‑
hance the scale of deliberation, while maintaining tractability. It is also intended to make the 
outputs of the process responsive to a variety of stakeholder groups. Thus, rather than producing 
recommendations that would favor majority groups, the processes are specifically designed to 
surface values and interests that are common across stakeholder groups and to generate as broad a 
consensus as possible. This set of methods and tools can thus ease the tension between the desid‑
erata of scalability, inclusion, diversity, tractability, and openness.

The question remains, however, whether these forms of participatory design could reduce the 
concentration of power that is created by foundation models and mitigate their tension with demo‑
cratic values.

In some respects, this form of participatory design falls short of creating the kind of demo‑
cratic accountability that would mitigate concentrations of power. For one thing, these deliberative 
spaces are only open to stakeholders with access to technology and a certain level of technological 
literacy. This excludes a large number of stakeholders and may potentially bias the outcomes of 
the process.4 For another thing, it remains an open question whether such deliberative processes 
should be employed to determine design features at the level of downstream applications (chat‑
bots, in the two cases described above), at the level of models, or at an intermediate level. Holding 
participatory spaces for the underlying models would be more challenging, especially as stake‑
holders may find it difficult to conceptualize design decisions at this level and understand how 
they may impact them. However, given the large number of potential applications for foundation 
models, more exhaustive efforts at deliberative alignment could prove more resource‑intensive 
than they appear at this early stage.

More importantly, these participatory processes fall short of creating public accountability, 
given developers’ tenuous commitment to abide by the resulting recommendations. Such partici‑
patory processes allow for the recognition of the plurality of stakeholders’ values and interests 
and provide developers with information about areas of overlapping consensus. In that respect 
they constitute an important step in broadening and diversifying inputs for value alignment. How‑
ever, in the absence of a strong commitment to abide by the resulting recommendations, devel‑
opers do not hold themselves accountable to stakeholders in any meaningful sense. Given the 
absence of other mechanisms of public accountability, developers could disregard the public’s 
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recommendations and continue to exercise unilateral power. In these circumstances, the specific 
role and value of deliberative alignment in distributing power remain unclear.

As it stands, however, deliberative alignment goes further than existing forms of public ac‑
countability in promoting democratic ideals. In short, technologically enabled participatory spaces 
allow for a more precise and nuanced representation of the public’s interests and preferences. Ex‑
isting forms of democratic decision‑making and accountability tend to limit the types and the rich‑
ness of signals through which the public can communicate its interests, values, and will: “Political 
reality on the ground is vastly more complex than our political symbols and categories allow us to 
express […] Elections and referendums severely constrain the information populations are able to 
send to governing bodies” (Megill, 2019). Qualitative signals with greater nuance and resolution 
are restricted to small spaces (such as citizen assemblies) and are more difficult to integrate into a 
coherent set of guidelines for decision‑makers.

Unlike existing democratic processes, technology‑enabled participatory spaces do not force vot‑
ers to distill their entire set of values and beliefs into a single vote (Perrigo, 2024). Unlike market sig‑
nals, they allow stakeholders to convey complex sets of preferences and interests on their own terms. 
They allow the whole range of values and interests to surface, generating a landscape of public 
opinion at a higher resolution and in more dimensions than any existing channels. They also allow 
the public to jointly determine how a rich set of preferences and interests should be prioritized by 
more effectively managing and integrating both qualitative and quantitative signals (Megill, 2019).

In this way, they constitute a step in the direction of greater political equality, by allowing par‑
ticipants to inform decision‑makers of the full range of their preferences and interests. Efficient 
and regular large‑scale consultations would thus allow decisions to better reflect public values. 
This can indeed increase public control and accountability over matters of public interest. These 
technologies can also advance the liberal ideal of public reason by revealing with greater precision 
the contours of overlapping consensus among conflicting conceptions of the good, and by portray‑
ing with greater clarity the kinds of reasons that people with different comprehensive doctrines 
can reasonably endorse.

For these reasons, these nascent initiatives to create democratic accountability for foundation 
models have the potential to mitigate anti‑democratic concentrations of power. The technologies 
that enable them have the capacity to create more robust forms of public accountability than ex‑
isting democratic or market mechanisms. Whether they do so will largely depend on the extent 
to which AI developers make binding commitments to abide by the will of their stakeholders. 
More specifically, developers will need to make decisions about the conditions under which the 
outcomes of participatory processes become binding. These decisions (along with other design 
decisions for the technological platforms) will themselves involve a series of value trade‑offs 
(e.g., along which axes are stakeholder groups identified? How to debias datasets so that they don’t 
prioritize some perspectives while marginalizing others? How to mitigate the risk of hallucination 
in the generation of recommendations? etc.). Furthermore, these frontier deliberative technologies 
are likely to have an impact on fundamental political concepts, like consensus, representation, and 
democracy. How power is distributed and exercised in making these judgments is itself a question 
worthy of further study.

4 Conclusion

This chapter analyzes the existing relation between philanthropic organizations and the align‑
ment of AI models with human values. It draws a parallel between elite philanthropic foundations 
and foundation models in AI and discusses how foundation models can compound the power 
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concentration of large philanthropic organizations that has concerned democratic theorists for 
decades. It holds that foundation models have come to occupy a political space that has been 
previously occupied by elite philanthropic organizations, that is, a space that allows for large con‑
centrations of power, where a small group of individuals can have substantial impact on matters of 
public interest without substantive public accountability.

Section 1 presents the argument that, in the absence of mechanisms for public accountability, 
the operation of philanthropic organizations can lead to concentrations of power that strain demo‑
cratic values, in particular, political equality and respect for reasonable value pluralism. Section 
2 argues that foundation models share the characteristics of elite philanthropy: they are poised to 
have substantial societal impact and contribute to the realization of individual conceptions of the 
good; they stand outside the scope of public oversight and accountability; and they can, there‑
fore, lead to problematic concentrations of power. Section 3 analyzes a particular response to this 
problem that industry leaders have begun to explore, namely, the creation of technology‑enabled 
deliberative spaces that allow for robust public participation at scale and are intended to inform the 
value choices of model developers.

Whether these participatory processes will mitigate the anti‑democratic tendencies of foun‑
dation models remains to be seen. What is clear is that these technologies have the capacity to 
reframe democratic participation in ways that more closely approximate the ideals of public ac‑
countability and political equality. For this reason, other types of organizations seeking to enhance 
their democratic accountability and the legitimacy of their societal impact could potentially turn 
to technologically enhanced consultation processes. With these tools, philanthropic organizations 
could take a step toward being more accountable to those whose lives they impact. This step could 
begin to alleviate existing concerns about concentrations of power and their potential strain on 
democratic values. Any such attempt, however, should be informed by a critical interrogation of 
the value judgments that inform the design of deliberative technologies and how they are incorpo‑
rated into decision‑making processes.

Notes
 1 Bommasani et al. (2022) suggest that certain fine‑tuning methods used to adapt foundation models to 

specific applications can help reduce outcome homogenization.
 2 Stanford researchers recently published a transparency index for ten leading foundation models, includ‑

ing open‑source models such as Meta’s Llama. None of the frontier models has an average score above 
60%. Across the ten models, the average transparency score for their societal impact is 11%. The average 
transparency score for the risks associated with the models is 24% (Bommasani et al., 2023).

 3 More recent initiatives have explored the use of more advanced natural language processing to enhance 
these participatory processes. Bakker et al. (2022), for instance, report on the use of large language models 
(LLMs) to assist groups of people in collaboratively creating written content that achieves high levels of 
agreement among its users. In this study, the model was trained to generate statements that generated the 
greatest consensus, based on the opinions contributed by the group. Small et al. (2023) report on the use of 
Large Language Models to enhance Polis, by automatizing some resource‑intensive processes, like topic 
modeling, summarization, and moderation, among others.

 4 Polis has adopted a general policy that it can only host discussions where all stakeholders are digitally 
enabled. In the context of the deliberative alignment for Foundation Models, it may be especially chal‑
lenging to ensure that all stakeholders are able to participate (see: https://pol.is/home).
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THE AI EXTREME  
RISK MITIGATION 

PHILANTHROPIC SECTOR
A philanthropic ecosystem at the forefront of AI

Siméon Campos and Daniel S. Schiff

Artificial intelligence (AI), like previous advanced information technologies, offers new oppor‑
tunities and challenges for philanthropic efforts. As a tool, it offers a variety of new methods for 
designing new interventions, evaluating organizational effectiveness, or improving workflows and 
organizational infrastructure. As a substantive field, AI represents a complex and dynamic set of 
social challenges that need to be addressed whatever the objective of a non‑profit organization, 
foundation, or public sector actor.

In this chapter, we explore the implications of AI for actors and organizations focused on phi‑
lanthropy, in the broadest sense. In Section 1, we introduce two notions of AI in the context of 
philanthropy: the implications of AI‑as‑a‑tool for philanthropic actors and organizations, and AI as 
a substantive field and target of philanthropic action. We then focus on the latter topic by providing 
a history, overview, and analysis of the AI philanthropic sector. In particular, we discuss a loose 
set of communities focused on assessing and mitigating extreme risks related to AI, which are 
often associated with attention to AI governance and AI safety. While the appropriate definitions 
and boundaries between subcommunities are themselves a focus here, for simplicity, we refer to 
the movement as the “AI extreme risk mitigation philanthropic sector” (AIERMPS), defined as 
the set of actors and organizations that seek to mitigate extreme AI‑related risks through and with 
private philanthropy.

In Section 2, we review the founding of the AIERMPS and provide an overview of the core 
elements of its culture, strategy, and organizational landscape. We discuss highly unique aspects of 
its community, such as its strong intellectual entanglement with transhumanism, rationalism, and 
utilitarianism. These aspects of the AIERMPS, combined with its close relationship with major 
philanthropic donors, help to explain its rise in leading private sector organizations during the new 
AI spring of the 2010s. In turn, the engagement of these actors in leading AI research labs and 
policy conversations foregrounded its rise from a niche to a mainstream movement in the 2020s, 
following the public popularization of generative AI.

In Section 3, we turn to familiar and unique challenges faced by the movement. For example, 
while many philanthropic movements face persistent disagreements about structure or strategy, 
the AI extreme risk mitigation movement faces a unique challenge in that some of its concerns 
may only bear out in the future and thus remain inaccessible to study, limiting the opportunity for 
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useful feedback on effective strategies. In addition, philanthropic efforts are unusually focused on 
technical, rather than social issues, such as addressing the inexplicability of black box AI models 
and promoting the alignment of these systems with (unsettled) human values. We examine related 
structural challenges associated with the community, such as the tensions between trying to ad‑
vance highly capable AI through leading research labs and technology companies and doing so as 
part of advancing safety efforts.

Based on these analyses, Section 4 highlights what the AI philanthropic community could learn 
from related fields and social movements. We consider the significance of centering AI itself as a 
technical issue with relatively low public salience compared to climate change or animal welfare, 
which were instead framed early on as social problems. Indeed, this difference between mass 
public movements and an elite‑led project has implications for advocacy, fundraising, influence 
efficacy, and policymaking efforts, along with aspects of the community like its demographic pro‑
file. We also consider an issue common to philanthropic communities: internal division, particu‑
larly in the AI domain, between actors focused on so‑called short‑term issues (i.e., AI ethics) and 
long‑term ones (i.e., AI safety). We discuss how other social movements have worked to manage 
conflicts and build coalitions. While the AI philanthropic movement may be most similar to other 
elite‑driven efforts, such as the open‑source Internet community or the nuclear safety community, 
we conclude that it has much to learn from other enduring social movements.

1 An overview of the AI philanthropic landscape

1.1 AI‑as‑a‑tool

To a significant degree, AI continues historical conversations in the philanthropic community re‑
lated to the use of technology and analytics. Associated concepts include data, ICT systems, ad‑
vanced analytics, big data, automated decision systems, and e‑government. Organizations in the 
non‑profit and public sectors, and even wings of the private sector focused on corporate responsi‑
bility have sought to leverage these tools to advance their efforts.

For example, the philanthropic movement has considered the use of advanced analytics to 
predict the profile or giving behavior of donors (Eiland et al., 2021; Mittal & Srivastava, 2021; 
Sulaeman, 2018), to enhance fundraising efforts (Key, 2001; Vequist, 2014), and to guide potential 
donors or government organizations in the selection of effective charities themselves (Ramirez & 
Saraoglu, 2009; Singer, 2019; Stern, 2013). This emphasis on effectiveness and efficiency became 
increasingly popularized through several movements, including the turn to evaluation planning 
and logic modeling (Kaplan & Garrett, 2005), the early effective altruism movement, and the 
evidence‑based philanthropy and policy movements of the 2000s and 2010s (Braverman et al., 
2004; Fiennes, 2017; Johnson, 2018; Pawson, 2002).

Government agencies and private foundations alike increasingly require the use of logic mod‑
els, evaluation plans, cost‑benefit analysis, cost‑effectiveness analysis, randomized controlled tri‑
als, or other high‑quality quasi‑experimental studies in areas ranging from health care, education, 
and public welfare to innovation policy and global development (de Souza Leão & Eyal, 2019; 
Pawson, 2002; White, 2019). A shared logic across these efforts is the desire to ensure that phil‑
anthropic or public money is effectively achieving its goals, while a secondary logic is to do more 
with less, especially in the face of reduced federal funding or stressed fundraising (Gore, 1993; 
Osborne, 1993).

For these reasons, the use of data, analytics, and now, AI, is an ongoing but largely unfinished 
ambition of the philanthropic sector, pursued in the hope that it can improve program efficiency, 
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streamline operations, enable more effective intervention design, and enhance evaluation (Henrik‑
sen & Blond, 2023; Madeo, 2022; Shapiro & Cody, 2015; Voida, 2014). Moreover, while some of 
these advances are particularly salient to the philanthropic sector, still other operational advances 
due to informatics and AI are increasingly being adopted across the public and private sectors in 
general, such as the use of AI to improve recruitment hiring, performance management, legal and 
compliance functions, procurement, financial management, worker training, and more (Noordt 
& Tangi, 2023; Wirtz et al., 2019; Zuiderwijk et al., 2021). In short, much of AI’s promise to the 
philanthropic sector is similar to its potential for productivity gains more broadly, simply applied 
to the set of organizations focused on philanthropy. However, the philanthropic sector has histori‑
cally been resource‑constrained, with below‑market wages, precarious work, and scrutiny over 
operations that often limit its ability to retain technical talent and experiment with new innova‑
tions. It is no surprise, then, that sectors like financial services and telecommunications are better 
positioned to innovate and have become more robust adaptors of AI, while the philanthropic sector 
lags behind.

A characteristic of AI compared to other analytical tools is that there are some unique capabili‑
ties associated with AI that enable relatively novel ways of adopting AI‑as‑a‑tool. These efforts 
leverage the powerful predictive capacity of AI, emanating from its ability to find subtle patterns in 
large data sets. Most commonly referred to as “AI for good” or “AI for social good,” the actors and 
organizations aligned with this movement focus on creative applications of AI to solve large‑scale 
social problems. For example, in the environmental space, AI has been used to promote forest 
ecosystem restoration, track wildlife diversity, and identify appropriate locations for renewable 
energy installations (Guo et al., 2023; Isabelle & Westerlund, 2022; Schiff et al., 2021; Schwartz 
et al., 2021). In health care, AI has been lauded for its application to medical imaging, medical 
diagnosis, robotic surgery, and even the creation of new drugs and vaccines (Isbanner et al., 2022; 
Morley et al., 2020; PricewaterhouseCoopers, 2017).

In public services and social welfare, AI has been used to triage access to housing services, 
provide mental health care, translate government documents for non‑native language speakers, or 
answer questions via chatbots, among many other “for good” applications in finance, education, 
and other sectors (Chui et al., 2018; Cowls et al., 2019, 2021; Herzog et al., 2021). This movement 
is also associated with efforts such as applying AI to achieve the sustainable development goals 
(AI4SDGs) or goals related to equity (AI4Equity), development, human rights, well‑being, and 
more (Cath et al., 2020; Mazzi et al., 2023; Schiff et al., 2020; Stahl et al., 2023; Wakunuma et al., 
2022). Despite criticisms related to ethical washing, corporate capture, or narrow technological 
solutionism (Holzmeyer, 2021), “AI for good,” which represents a family of philanthropic uses of 
AI‑as‑a‑tool, may be the most prominent manifestation of AI in the philanthropic space.

1.2 AI‑as‑a‑domain

However, AI’s implications for philanthropy extend beyond its use as a tool. There is now a pro‑
lific body of work and research considering the impact of AI on essentially every social and eco‑
nomic sector. Across civil society, private sector organizations, academia, and government, actors 
have been thinking through the challenges and risks that AI poses for discrimination, accountabil‑
ity, manipulation, surveillance, labor displacement, arms races, power imbalances, inequality, and 
much more (Attard‑Frost et al., 2022; Coeckelbergh, 2020; Prunkl & Whittlestone, 2020; Schiff 
et al., 2022). These issues cut across individuals, communities, and populations, economic and 
social sectors, professional roles and disciplines, and time frames.
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As a consequence, AI ethics has developed into a subfield in its own right, with branches in phi‑
losophy, policy, sociology, science and technology studies, economics, information science, com‑
munications, history, and other disciplines. The movement draws on predecessors in engineering 
and computing ethics, robot ethics, machine ethics, and numerous other traditions, and was driven 
in the 2000s–2020 by concerns about autonomous weapons, labor displacement, and algorithmic 
bias, among other issues. Sometimes associated with the acronym FEAT or FATE (fairness, ac‑
countability, transparency, and ethics), the ethics movement has especially advanced a focus on 
bias and discrimination, transparency of AI systems and governance, power and inequality, and 
more (Floridi & Cowls, 2019; Howard et al., 2019).

The AI ethics movement has had unusual success for an emerging technology policy domain 
in receiving policy attention; it is overwhelmingly common for government policy documents, as 
well as private sector documents focused on AI strategy, to include large sections discussing AI’s 
ethical implications (Schiff, 2023). Academic and industry conferences, professionals in newly 
created job roles in the public and private sectors, and a suite of new non‑profit and for‑profit 
organizations focused on trustworthy, ethical, and responsible AI have advanced a range of policy 
problems and solutions to address challenges in this field (Benjamins, 2020; Maas, 2023; Perry & 
Uuk, 2019), with proposals as narrow as the ethical development of future computer scientists to 
as broad as the creation of global institutions or major cultural and economic reforms.

While this review simplifies a vast movement of actors concerned with the philanthropic im‑
plications of AI, it is helpful to distinguish this community from a related but distinct movement, 
the AIERMPS. The AIERMPS is more commonly associated with concepts such as AI safety, 
AI alignment, or extreme AI risk. This field is chiefly concerned with the study, practice, and 
governance of AI systems to ensure that they remain aligned with human goals and do not pose 
an unacceptable (or even existential) threat to human flourishing. Like the AI ethics community, 
the AI safety or extreme risk community is composed of researchers, organizations, and donors, 
as well as a growing cohort of policy actors. However, the AIERMPS differs somewhat from the 
AI ethics community. Indeed, it focuses substantially on technical aspects of AI safety, including 
the robustness, interpretability, and security of AI systems, and emphasizes severe to catastrophic 
risks, which are sometimes considered speculative by critics of the community. The movement has 
also encouraged its members to focus explicitly on AI policymaking, fundraising, and technical 
research to advance adequate regulation, accountability and transparency measures, independent 
auditing, export controls, and other regulatory regimes that could mitigate AI‑induced risks.

To some extent, the AI ethics and AI extreme risk mitigation communities share similar goals 
and strategies (Baum, 2018; Stix & Maas, 2021). Actors in both subcommunities may be con‑
cerned about privacy, manipulation, deception, autonomy, misinformation, trustworthiness, inde‑
pendent auditing, negative environmental impacts, labor displacement, human rights, and so on. 
However, the AI extreme risk mitigation community is particularly notable in its focus on cata‑
strophic, extinction‑level, or “existential” risks that could arise from AI‑enabled threats to physical 
and financial infrastructure, manipulation of humans, biological weapons, cyber warfare or terror‑
ism, and rogue AI systems (Hendrycks et al., 2023). Key concepts associated with this community 
include transformational AI, AI safety, long‑termism, transhumanism, rationalism, effective altru‑
ism, artificial general intelligence (AGI), artificial super intelligence (ASI), and more. Importantly 
though, these broad strokes descriptions of these two communities inevitably oversimplify and 
mischaracterize many individuals and organizations active in these philanthropic spaces. Nev‑
ertheless, they are useful for providing a rough understanding of the unique (and non‑unique) 
aspects of the AI extreme risk mitigation community.
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To briefly summarize, we have so far presented a discussion of the relationship between AI 
and philanthropy, including the many uses of AI‑as‑a‑tool that can be employed by philanthropic 
actors for operational improvement or for “social good” use cases, followed by a discussion of the 
philanthropic movements focused on AI‑as‑a‑domain or cause area. In the next section, we turn to 
a particular subcommunity, the AIERMPS, given its important role in the overall AI landscape and 
its relative lack of scholarly and analytical attention.

2 The AI extreme risk mitigation philanthropic sector:  
culture, strategy, and organizational landscape

2.1 The founding of the sector: a strong cultural identity and shared principles

The AI extreme risk mitigation philanthropic sector (AIERMPS), which we again define as the 
set of actors and organizations that seek to mitigate AI‑related extreme risks through and with 
private philanthropy, has coevolved since its inception and to date with a very specific culture that 
strongly shapes its identity (Lazar & Nelson, 2023). The first major component of this culture is 
transhumanism, a movement defined by its “taking a decidedly positive view of the prospect of 
a ‘post‑human” future’ (Birnbacher, 2009). Two of the first research organizations dedicated to 
studying AI risks have close ties to this component.

Founded in 2000 by Eliezer Yudkowsky, originally as the “Singularity Institute for AI,” the 
Machine Intelligence Research Institute (MIRI) was one of the first organizations to work on AI 
extinction risks, even before AI gained public attention in the 2010s. While its initial focus was on 
accelerating the development of artificial general intelligence (AGI), that is, an AI more capable 
than humans at any cognitive task, MIRI began working in 2005 on countering the risks that such 
an AI might pose to humanity. This turn came after staff realized that a superintelligence could 
potentially cause significant harm to humans, up to and including extinction (Nast, 2015). This 
formative insight, highlighting the potentially extreme harms of advanced AI systems, would be‑
come the core mission of the field of AI safety and the AIERMPS.

Starting modestly with philanthropy from a small cohort of private donors, the AIERMPS has 
grown steadily over time, especially as AI has attracted more attention thanks to new players 
such as the research‑focused organizations (now industry‑affiliated organizations) DeepMind and 
OpenAI, and thanks to major AI discoveries in the 2010s. At this time, the first large academic 
center dedicated to mitigating potential risks from AGI, The Future of Humanity Institute (FHI), 
was founded in Oxford in 2003 by Nick Bostrom, with the mission to study existential risks (in‑
cluding but not limited to those posed by AI) (Ó hÉigeartaigh, 2017). After more than a decade of 
conversations with members of MIRI on mailing lists covering a wide range of topics, including 
transhumanism (Taillandier, 2021), Bostrom published the book Superintelligence in 2013, draw‑
ing largely on a range of ideas that had emerged from members of MIRI and FHI (Bostrom, 2014). 
This substantially contributed to making AI risks more well‑known.

Pioneers in the field, FHI and MIRI have developed idiosyncratic views that focus substantially 
on the technical challenge of aligning AGI with human values. First, they consider the robust 
alignment of AGI with core human values to be an extremely difficult technical problem (Bostrom, 
2014; Yudkowsky, 2016). Second, they consider it likely that at some point, AI progress will ac‑
celerate sharply (Yudkowsky, 2013), manifesting in an exponential increase in AI’s capabilities, an 
event called the “singularity.” This rapid increase in capabilities can be analogized to the same way 
that DeepMind’s AlphaZero (one of the first superhuman‑level AI Go players) went from subpar 
to substantially better than world champions at Go after only a few dozen hours of training (Silver 
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et al., 2017). Some core MIRI staff believe that the same rapid increase in AI capabilities could 
happen with respect to all tasks currently performed by humans, once the field of AI develops 
sufficiently powerful and general AI systems. Finally, a criticism of this movement has been that 
while bringing a fresh perspective to the field, only a minority of FHI and MIRI members have 
backgrounds in technical AI research, which carries the risk of imparting views and concepts that 
may lack relevance when applied to concrete AI systems.

However, by writing most of the early influential articles and shaping core conceptualizations of 
AI risks, MIRI and FHI have had a long‑lasting impact on the AIERMPS, on the field of AI safety, 
and on AI more broadly. Even prominent industry actors such as DeepMind, a startup created in 
2010 and now an industry leader and subsidiary of Google (Alphabet), have been closely linked 
with MIRI since its inception. Indeed, Eliezer Yudkowsky introduced DeepMind’s founders, Demis 
Hassabis and Shane Legg, to MIRI’s lead donor, Peter Thiel. Thiel subsequently became the first 
investor in DeepMind (Metz, 2022), the first AI company with the stated mission to develop AGI. 
Beyond these personal and financial connections, MIRI and FHI’s intellectual conceptualizations 
of AI risks have also had a lasting influence. For instance, while new technological advances, espe‑
cially related large language models, have led to the evolution of some concepts and frameworks 
applied to current AI systems (Ngo et al., 2023), many of the concepts that MIRI and FHI empha‑
sized, such as “agents,” “corrigibility,” and “alignment,” are still widely discussed and actively 
used in the AI safety research field (Byrnes, 2021) as well as in policy, evidenced by the creation of 
international AI safety workshops and the U.S. NIST AI Safety Institute.

During the late 2000s and the early 2010s, large segments of the transhumanist component 
of the culture evolved into a new subculture, significantly shaped by MIRI and its leader Eliezer 
Yudkowsky, now commonly referred to as “rationalists” (Matthews, 2023). Built around a set of 
concepts, ways of thinking, and idiosyncratic preferences around discourse, all dedicated to im‑
proving rationality, MIRI and the surrounding community have fostered a remarkable subculture. 
For example, a unique component of this subculture is that much of it has developed, and contin‑
ues to be expressed and practiced, through a shared blog called LessWrong, based on a core set of 
writings by Yudkowsky known as “The Sequences.”

This culture values norms that differ from those more commonly used in everyday society, such 
as its openness to inconvenient truths, high standards for what constitutes acceptable or produc‑
tive discourse, and a preference for systematic and quantitative calculation to determine true or 
ethically sound positions. Because of its influence on the AIERMPS, it is partly responsible for 
the criticism that AI safety is characterized by a “near‑monoculture” (Lazar & Nelson, 2023). Be‑
yond the AI risk mitigation philanthropic sector, this culture has also affected AI industry leaders 
(Matthews, 2023), in large part because the culture has become very prominent in Silicon Valley 
and technology circles, where most of the top AI companies working to develop AGI have been 
founded. Thus, intellectual, social, historical, and even geographical factors have played a role in 
shaping the AIERMPS.

Finally, another critical dimension of this community with a special relationship to philanthropy 
is the community focused on evidence‑based philanthropy. In the early 2010s, and increasingly 
over time, the rationalist culture has been increasingly influenced by the rapidly growing effective 
altruism (EA) movement. Coined in 2011 by a group of Oxford academics, the EA movement 
emerged from the convergence of a focus on rationalism (how to think better), altruism (how to 
organize philanthropy and charitable giving more efficiently, including making career decisions), 
and futurist concerns (how to ensure that human civilization thrives) (Chivers, 2019).

Rooted in the prominent framework of normative moral philosophy, utilitarianism, and cen‑
tered around a small but powerful core of principles—rationality and altruism—the EA movement 
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has itself become increasingly influential and even dominant in the AI risk philanthropy landscape. 
Among the reasons for its influence was a shift away from the original views of MIRI and FHI, 
which were more closely linked to the academic field of AI, and instead toward influence through 
industry and policymaking, including cultivating major financial backing to enable these goals. 
This ambition has been reinforced by the arrival of other major players in the field, to whom we 
turn to next.

To summarize, the early years of the AIERMPS are characterized by the emergence and con‑
vergence of several communities steeped in academic and social philosophies and subcultures 
surrounding rationalism, transhumanism, futurism, and later, evidence‑based philanthropy. While 
the associated ideologies and cultures have evolved over time, many of the core principles have 
remained highly operative and even determinative in the AIERMPS.

2.2 A contesting power: the rise of AI industry in AI safety

The year 2015 marked a significant turning point in AI extreme risk mitigation philanthropy, with 
the entry of new philanthropic players less tied to the initial cultural epicenter of the AIERMPS, 
MIRI. One of the major drivers of these new resources was the increased interest of tech billionaire 
Elon Musk, which brought new funding and visibility to the ecosystem. Musk began his philan‑
thropy in the AIERMPS by providing a $10 million gift to the newly founded Future of Life Insti‑
tute (FLI), a non‑profit organization co‑founded by MIT professor Max Tegmark that is dedicated 
to mitigating risks arising from advanced AI systems (Kosoff, 2015). Additionally, Musk played 
a leading role in the founding of the (then entirely non‑profit) organization OpenAI, donating $1 
billion to the organization in conjunction with donations from Peter Thiel, Sam Altman, and other 
high‑profile donors (Markoff, 2015). This influx of resources empirically dwarfed existing philan‑
thropic efforts related to AI and AI safety.

The stated goal of OpenAI (now a subsidiary of Microsoft), like its already existing rival Deep‑
Mind, was to build AGI, which it defines as “highly autonomous systems that outperform humans 
at the most economically valuable work” and to ensure that it “benefits all of humanity” (OpenAI, 
2018). Initially true to its name, OpenAI initially placed openness at the center of its philosophy, 
intending to open source its technology and even collaborate with competitors to foster beneficial 
rather than harmful AGI. However, it later changed its mind on its approach to openness, at least in 
part to growing concerns about risks arising from putting such a powerful technology in the hands 
of anyone, including malevolent actors.

Consequently, 2015 and 2016 marked the beginning of a power shift within the AIERMPS away 
from the MIRI‑centered academic ecosystem toward a set of new actors from the effective altruism 
movement who held different views on how best to address AI safety and mitigate AI risks (Chris‑
tiano, 2022; Karnofsky, 2012). Some prominent members of the former MIRI‑centered ecosystem 
joined and led the core organizations of this group. Notably, this new landscape of actors operated 
under comparatively less pessimistic assumptions than did the original MIRI cluster. For instance, 
individuals in the community and their organizations were less pessimistic about the difficulty of 
making AI safe, believing that the fundamental technical problems were not as intractable. Ac‑
companying this stance was their view that AI capabilities would evolve more gradually rather than 
suddenly, making incremental research and learning about effective governance more feasible. This 
set of positions would become the lynchpin of many subsequent disagreements in the field over the 
next decade about the viability of different strategies, organizations, and philanthropic priorities.

Embodied by three key individuals, research scientists Dario Amodei and Paul Christiano and 
philanthropist Holden Karnofsky, this new worldview increasingly shaped the trajectory of the 
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AIERMPS and the AI industry beginning in 2015 (Amodei et al., 2016; Karnofsky, 2012). The 
trajectory of these leading individuals also strengthened the AIERMPS’s important connections 
with AI industry leaders (Coldewey, 2021; Piper, 2023). This became particularly important be‑
cause the vast majority of AI‑related research and development occurs in the private sector rather 
than the public sector and even within a handful of leading companies, making them the epicenter 
of AI’s trajectory.

OpenAI was influenced by that worldview, at least for the first few years of its existence. This led 
them to prioritize and produce empirical research, which became one of the main drivers in bringing 
AI safety into the mainstream academia, with seminal research such as Concrete Problems in AI 
Safety, by Amodei, Christiano, and other leading researchers. With a focus on technical research, 
working closely with the AI industry to steer the trajectory of AI toward its definition of safety, and 
access to the best existing AI models and industry‑leading resources, Christiano and Amodei have 
played an influential role in the nascent AGI industry. Both were present at OpenAI’s founding din‑
ner (Brockman, 2016), and each led the AI safety team at OpenAI at different points in time.

After 2020, they both left to start new institutions: Amodei left OpenAI to create a competing 
AI industry player, Anthropic (responsible for the Claude series of models), and Christiano left to 
create the Alignment Research Center, a research non‑profit focused on research at the intersec‑
tion of AI safety theory and deep learning AI systems. This center also later incubated an auditing 
organization, which aims to evaluate systems created by AI industry players. Both institutions be‑
came increasingly influential in the field of AI, starting in 2021, reinforcing the ties between parts 
of the AIERMPS and leading AI industry actors.

Importantly, the research and industry arms of the movement have been significantly fueled by 
its growing philanthropic arm. As CEO of Open Philanthropy, a major philanthropic foundation 
that gives tens to hundreds of millions of dollars annually to a wide range of causes, Holden Kar‑
nosfky developed an AI risk philanthropy program beginning in 2016. Under his leadership, Open 
Philanthropy quickly became the main grantmaker of the AIERMPS, cumulatively administering 
$330 million in grants for the field by 2023 (Open Philanthropy, 2023b).

This new funding enabled the field to grow substantially and in many directions: training young 
researchers, organizing conferences, providing fellowships and internships, supporting academic 
research, fostering independent researchers, sustaining organizations such as MIRI and FHI, and 
enabling the creation of a variety of new organizations and initiatives tied to the ecosystem. In‑
deed, it is difficult to overstate the importance of this large and sustained influx of funding, which 
has allowed Open Philanthropy to express its strategic preferences and ideology through numer‑
ous channels. Open Philanthropy’s strategic views and influence on the AIERMPS also served 
to further connect this philanthropic community to the industry, allowing it to have an ongoing 
influence on the development of AI. Ultimately, these efforts, fostered over only a little more than 
a decade, positioned the AIERMPS to be at the forefront of AI when it exploded into the public 
eye in the 2020s.

The 2010s then represented an important period in the evolution of the AIERMPS. With impor‑
tant leaders in research, industry, and philanthropy reaching new levels of relevance, and armed 
with increased funding and the support from prominent academic experts and a growing pool of 
philanthropists, the AIERMPS was ready for the mainstream.

2.3 From niche to mainstream

After gaining an influential position in the laboratories and boardrooms of leading AI industry 
players, the AIERMPS became even more central thanks to a major shift in public and political 
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awareness of AI. Namely, the release of AI systems such as DALL‑E 2, ChatGPT, Microsoft Bing, 
and Google Bard represented an important shift that first came to prominence in November 2022 
with the public release of ChatGPT by OpenAI. Whereas AI systems had largely been discussed in 
specialized circles, the general public and policymakers have now become aware of the implica‑
tions and risks of AI (Miyazaki et al., 2023).

For instance, the uptake of generative AI tools for academic misconduct and embedded in 
popular search platforms increased the salience of AI for students, parents, and workers alike. 
The public and decision‑makers were increasingly exposed to high‑profile AI‑related failures in‑
volving data leaks, offensive content, misinformation, and bias, leading to organizational bans on 
large language models and increased regulatory attention. As an example of such an early focus 
event documented in leading publications, a New York Times article detailed a chatbot’s attempt 
to persuade a journalist to leave his wife (Roose, 2023b). These and other incidents heightened 
awareness of AI‑related concerns, though matched by the contemporaneous eagerness with which 
numerous organizations sought to adopt AI systems into their workflows.

This growing concern among experts and the general public was amplified by three events, all 
of which led to major news cycles and intensified debates over the course of several months:

• An open letter for an “AI pause” was signed by major actors, such as Elon Musk and Turing 
Prize winner Yoshua Bengio (Future of Life Institute, 2023);

• Another prominent AI expert and Turing Prize winner, Geoffrey Hinton, known as the “Godfa‑
ther of AI,” resigned from his position at Google, citing escalating concerns about AI risks as 
the core reason (Metz, 2023);

• A one‑sentence statement from the Center for AI Safety, stating only that “mitigating the risk 
of extinction from AI should be a global priority alongside other societal‑scale risks such as 
pandemics and nuclear war,” was signed by many of the world’s leading AI figures, including 
the CEOs of the top AI companies, hundreds of professors, and top AI researchers (Roose, 
2023a).

This major shift in the landscape heralded and accompanied significant changes for the AIERMPS 
as a whole. First, the movement shifted a large portion of its focus to AI policy and governance, 
compared to its predominant focus on technical AI safety research. For example, major funders 
such as Open Philanthropy rapidly ramped up their grantmaking in this area (Open Philanthropy, 
2023a). The sea change also led to a large influx of interested talent, stakeholder discussions, 
and public and policymaker attention, causing a surge of both opportunities and demands for the 
small number of experts in the field. Finally, a massive increase in investment in AI by leading 
technology companies contributed to a power shift from the non‑profit and academic AI sector to 
the industrial sector. Due to the massive inequality of resources which allowed only the largest 
companies access to the data and infrastructure needed to develop AI models as well as the capac‑
ity to offer extremely high wages, industry players were far better positioned to attract top talent, 
develop leading AI models, and have access to information that enabled cutting‑edge research 
(Mickle, 2023).

In response to this newly acquired publicity, a growing segment of individuals associated with 
the AIERMPS have endorsed strategies more reminiscent of traditional public‑facing activism 
(Meaker, 2023). Their objective is to solicit public and policy attention to counterbalance the 
expanding influence of the AI industry, which continues to advance AI, despite arguably height‑
ened risks. An “AI pause” is one of the core themes proposed and supported by these segments 
of the movement, with calls for a moratorium on AI development until developers of AI systems 
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can guarantee that their next AI systems will be developed and deployed safely. The contest be‑
tween “accelerationist” and “decelerationist” philosophies is ongoing, and reflects the role of the 
AIERMPS at a moment in time when AI advances, governance, and public attention make these 
issues perhaps historically urgent and reflective of a contingency point.

In summary, this section discussed the history of the AIERMPS and its evolution since the early 
2000s. From humble beginnings with a passionate and unique subculture based on shared princi‑
ples and focused on theoretical work, it evolved into a sector with significant resources, important 
industry ties, and a more applied research and philanthropic approach, before rapidly reinventing 
itself in light of a massive increase in interest in AI risk mitigation. Familiarity with the ideological 
and cultural evolution of the AIERMPS is critical to understanding the ongoing challenges facing 
the movement and its possible trajectory, which we detail in the next section.

3 Challenges faced by the AI extreme risk mitigation philanthropic sector

3.1 A sector bound to disagree despite a strong willingness to agree

The AIERMPS faces several major difficulties in its efforts to mitigate AI risks. One such dif‑
ficulty is that many catastrophic risks—and extinction risks in particular—are associated with 
events that are rare. Indeed, an extinction event is, by definition, unique and irreversible. As such, 
there may be few or no instances from which to learn lessons about mitigation successes or fail‑
ures, limiting the possibility of feedback loops that could improve the movement’s prospects for 
learning and improving its philanthropic strategies.

Even in the absence of such a catastrophic event, it is difficult to attribute this potential success 
to specific interventions or to even determine whether the interventions are causally responsible 
for mitigating these risks. Hence, philanthropists in the AIERMPS, who focus on evidence‑based 
grantmaking, must rely on indirect indicators to measure whether a given funding initiative or 
strategy is effective. Such indicators often derive from and rely on strategic views about which 
trajectories are likely to increase or decrease the likelihood of catastrophic risks. Not unlike other 
social movements, then, differences in underlying philosophy can lead to wide disagreements 
among grantmakers, despite a shared culture centered on rationality.

Lightcone Infrastructure is an example of an organization with a central role in the AIERMPS 
that decided to shut down one of its core programs because of serious concerns about whether it 
had had positive or negative impacts, given the opportunities it had to help accelerate AI progress 
(Habryka, 2023). The AIERMPS frequently refers to this concern as “capabilities externalities,” 
implying that advancing AI progress also entails the creation of externalities such as increased 
AI risks. Thus, whether to advance (accelerate) or alternatively limit (decelerate) AI progress is 
itself a recurring question, debated as grantmakers and strategic leaders assess the value of various 
research and funding directions.

A related complicating factor is that many of the strategies, often deemed necessary to ensure 
AI’s safe development, rely critically on predictions of how actors will behave when these risks 
are elevated. This additional degree of contingency built into speculative scenarios leads many 
actors in the AIERMPS to disagree about whether leading AI industry actors such as OpenAI or 
Anthropic are beneficial or negative overall. One part of the community argues that these organi‑
zations are much more concerned about risk than other existing industry actors like Meta, owing 
to their strong tradition in AI safety. The other side argues that these organizations have ironically 
been the main culprits responsible for accelerating AI progress and AI risks, and are additionally 
skeptical that their efforts in technical safety offset this effect (Matthews, 2023).
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This state of affairs constrains, for example, the ability of actors in the movement to robustly 
judge whether an industry actor is beneficial or harmful. Strategic planners may need to rely on 
information that may be absent, inherently available only in the future, or otherwise difficult to 
measure, and thus ripe for disagreement, such as:

• The likely technical trajectories of AI development, including what types of advances are 
needed for AI to become increasingly or decreasingly risky;

• The quality of the company’s contributions to AI safety research;
• A judgment of the company’s culture, including the extent to which employees care about and 

focus on mitigating AI risks;
• The true intentions of the company’s CEO and leadership; and
• Whether the company or regulation is likely to be captured by industry motives.

This situation implies that many disagreements about grantmaking strategy are difficult to resolve, 
due to the lack of empirical evidence and clear metrics for success or failure. Contrast the chal‑
lenges here with the environmental movement, for example, which has many metrics for measur‑
ing outcomes such as wildlife diversity, water quality, or carbon dioxide emissions.

In addition to these disagreements, another core aspect of the culture of the AIERMPS, which 
is also grounded in its focus on evidence‑based philanthropy, presents a further challenge. Because 
of its origins in academic philosophy and its preference for economic methods that favor causal 
inference, the AIERMPS places significant emphasis on understanding counterfactual impact, in‑
cluding the opportunity costs of philanthropy. The concept is simple: if Alice receives a grant to 
pursue a line of research, the impact of the grant is not merely Alice’s research output, but rather 
the difference in the advancement of that line of research compared to the situation in which Alice 
had not pursued this line of research. In such an alternative scenario, a grant could have gone to 
Bob instead, or Alice might have pursued another more or less promising research direction. As an 
example, if Alice is pursuing a research direction that ten other research teams are also pursuing, 
then the true impact of her research might be far more minor, given that if she hadn’t pursued her 
research, other teams might have found her results anyway.

Core to the culture of effective altruism (Gabriel, 2017), this reasoning adds yet another layer 
of uncertainty to the evaluation of the impact of philanthropic interventions. An example widely 
discussed in the AIERMPS is that of Open Philanthropy, one of the core actors in the sector de‑
scribed previously, which granted $30 million to OpenAI. Those in the community who argue 
that this grant was harmful tend to say that it contributed substantially to the success of OpenAI 
overall, and thus helped OpenAI to accelerate AI progress writ large. Thus, by contributing to the 
success of its grantee, Open Philanthropy has accelerated AI progress, which, in the eyes of this 
community, unacceptably increases AI risks. In response to this criticism of Open Philanthropy, 
others presented a counterfactual: if Open Philanthropy had not given $30 million, OpenAI would 
not have failed, but would simply have raised funds slightly earlier or from other actors. In effect, 
this would have made little difference to the overall progress of AI, while Open Philanthropy’s 
strategic giving might have increased its “say” in OpenAI’s approach including an increased focus 
on AI safety (Moskovitz, 2023). This discussion illustrates how considering counterfactual impact, 
in addition to other measures of impact, can make it especially hard for actors in the AIERMPS to 
reach agreement on even core decisions.

Other considerations such as technical and geopolitical perspectives constitute areas where 
disagreement can affect grantmaking strategies pursued by various actors of the AIERMPS. One 
such persistent disagreement, another defining feature of the strategic decisions considered by the 
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AIERMPS, is the assessment of how difficult or easy it is to make powerful AI systems “safe.” 
One perspective, with increasing following, is that AI safety research should leverage the develop‑
ment of large language models until they are sufficiently advanced to automate AI safety research 
itself (Karnofsky, 2022). As a consequence, this cluster of the community is comparably more en‑
thusiastic about the safety strategies favored by AI industry players such as OpenAI or Anthropic. 
This contrasts with other segments of the AIERMPS who believe that AI safety is a much harder 
problem, that the use of large language models will not succeed and may backfire, and that the 
most desirable policy to pursue is to enforce a pause in advanced AI development until a technical 
solution to AI risks is in sight (Yudkowsky, 2023).

A first set of challenges faced by this community, then, relates to the numerous compounding 
difficulties in assessing the efficacy of their strategies. Determining an effective philanthropic 
strategy for AIERMPS’s causes is no easy task. This is because there is little actual empirical 
evidence available, as the events in question are definitionally rare and because strategic deci‑
sions rely on forward‑looking predictions which are contingent on uncertain technical advances 
and human behavior. Even such core questions as whether advancing or halting the progress of 
AI are more effective in risk mitigation remain controversial. While many social movements face 
disagreements, some of the factors faced by the AIERMPS are indeed unique.

3.2 A philanthropic sector that needs strong adaptation abilities

Another difficulty the AIERMPS had to face was that its originating community preceded most of 
the other key institutional actors that would later address AI risks, including those from academia. 
In practice, the leading actors had to determine what strategic directions were most likely to ad‑
vance an otherwise non‑existing field, and were thus limited in their ability to draw on surrounding 
infrastructure and perspective. This required, for example, making key direction‑setting decisions 
such as funding individuals or teams in the absence of established signals of credibility, due to 
the absence of specialized curriculum, established university programs and credentials, or proven 
success in the field.

This led the AIERMPS to pursue a wide range of approaches, including creating a large in‑
frastructure to enable a new research, policy‑engaged, and philanthropic field. Activities have 
included funding online courses on AI risks (sometimes taken by students without background 
in the typical prerequisites), establishing forums and platforms dedicated to sharing AI safety 
research (using formats without the traditional checks and rigors of academic research, such as 
formal peer review), or funding non‑profit organizations led by individuals from non‑traditional 
academic paths to train cohorts of young researchers and build the community. One example is 
SERI MATS, a non‑profit organization providing six‑month training programs which pair candi‑
dates with experienced mentors to teach them AI safety research skills.

A well‑known defining characteristic of AI since the 2010s is the pace at which the technol‑
ogy and the surrounding landscape evolve. This subsequently urges the AIERMPS to frequently 
change its grantmaking strategy and be continually forward‑looking. For instance, while the tech‑
nology underlying ChatGPT called transformers (Vaswani et al., 2023) was brand new and still 
a proof of concept in 2017, it is now widely deployed and considered one of the most powerful 
and standard technologies in AI. Similarly, the AI policy landscape has radically changed after the 
release of ChatGPT in November 2022.

For the AIERMPS, the only way to make sure that their giving can effectively address the 
dynamic challenges of AI development, governance, and risk mitigation at any given time is to 
remain up to date on the latest developments of the technology, of the fast‑evolving landscape, 
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and to employ grantmakers with relevant technical and policy backgrounds. In practice and due to 
associated uncertainties, this can limit the capacity of grantmaking organizations to robustly evalu‑
ate a wide number of possible grant projects. Such a problem is particularly exacerbated by how 
difficult it is to hire and retain grantmakers with unusually high technical skills (e.g., advanced 
machine learning skills), another unique feature of the AIERMPS compared to other philanthropic 
movements. This dynamic may also make it more difficult for donors to engage in long‑term giv‑
ing commitments, as any specific research direction, policy solution, or funding initiative could be 
made obsolete by a new breakthrough.

In addition to the pace of AI, the field of AI safety research is notable for being at an extremely 
early stage, leading some to call the field “pre‑paradigmatic” in that there is no strong agreement 
on the most crucial areas to work on (Hernandez‑Orallo et al., 2020). On the one hand, grantmak‑
ers want their efforts to help mitigate risks relevant to the current state of the technology. This has 
driven much grantmaking on large language models, such as research on the explainability of the 
most advanced AI systems. On the other hand, the lack of clear plans for solving key technical 
safety problems also suggests a need to provide grants to help explore radically new approaches 
that may be largely speculative and even ineffective. Both are risky philanthropic approaches. 
Improper calibration toward “safer” or “riskier” grantmaking could undermine the core goals of 
the AIERMPS; striking an appropriate balance is similarly difficult. Informed grantmaking in this 
context hence requires grantmakers with a large range of technical (as well as social, political, and 
geopolitical) knowledge, in order to be able to evaluate numerous scientific areas. It also leads 
grantmakers to rely on external advisors and technical experts to properly evaluate proposals in 
highly narrow fields, introducing further complexity.

There are still remaining issues for philanthropic strategy when a subfield is very new. Some 
areas that are considered promising are pursued by no more than a few dozen individuals, which 
could severely undermine the movement’s effectiveness if the donor strategy turns out to be less 
than optimal. This risk applies, for example, to a highly specialized branch of AI safety research 
called Infrabayesianism (Kosoy, 2020) or Open Agency Architecture (Dalrymple, 2024). Com‑
pounding this challenge, limited early investment or the inability to even initiate work in poten‑
tially promising areas can preclude the ability of funders to understand whether these trajectories 
are promising.

In combination, the unique cultural and ideological characteristics of the AIERMPS, its nov‑
elty, the high uncertainty surrounding key factors that affect the impact of grants, the pace of 
development of AI, and several other key factors mean the AIERMPS has had to face a significant 
number of challenges in its philanthropic strategy. This has led it to foster significant adaptability 
and flexibility to react to dynamic developments as they arise. Beyond its idiosyncratic challenges, 
the AIERMPS has also had quite unusual relations with other actors in the AI field, in contrast to 
how other social movements have evolved. We discuss these unique relationships and the associ‑
ated opportunities and limitations they presented in the next section.

4 What the AI extreme risk mitigation philanthropic sector could learn 
from other fields and social movements

4.1 Commonalities and differences with other social movements

Early on, the AIERMPS framed AI risk mitigation primarily in terms of technical problems that 
researchers needed to solve, despite its understanding of AI risk as, at its core, a societal issue that 



AI extreme risk mitigation philanthropic sector

421

could affect everyone. As Ó hÉigeartaigh summarized in his 2017 overview of the field, much 
technical AI research

has focused on translating some of the more foundational questions raised by early work 
at FHI and MIRI and elsewhere into crisp technical research problems that can be worked 
on today. This includes approaches involving fundamental mathematical frameworks for 
agent decision‑making and behavior, as well as research programs exploring how some of 
the behaviors that would be of concern in long‑term systems may manifest in the near‑term 
systems we are building currently.

This technical view of the issue might also be partially driven in part by the “tendency to valorize 
corporate‑driven tech solutions” that Broad (2018) notes regarding the effective altruism move‑
ment, as well as the movement’s general origins in elite and intellectual research communities 
rather than activist or advocacy circles.

This focus contrasts with other social movements such as climate change or animal welfare, 
which were instead framed early on as predominantly social problems (McCright & Dunlap, 2000; 
Singer, 1975), affecting the set of interventions and approaches that are considered viable to solve 
these problems. This focus also impacts which kinds of actors are deemed relevant (or irrelevant) 
in shaping the movement’s aims. If progress requires advanced computer science research rather 
than, say, cutting down on one’s consumption of meat or recycling in the workplace or public 
protest, the space for public engagement is de facto diminished. Moreover, the types of concerns 
raised were not historically promoted to the mass public in the way that other social movements 
were, meaning that AI risk remained an issue of low public salience until it exploded into public 
attention.

Thus, despite the continued rise in interest since the late 2010s of the AIERMPS in the social 
aspects of AI risks, such as how to govern AI (Ó hÉigeartaigh, 2017), the movement has not yet 
seen the development of a social movement comparable in size or magnitude to the climate change 
or animal welfare movements. The largest existing AI safety social movement to date is still very 
small, with overwhelming participation from experts rather than the general public (Meaker, 
2023), and little evidence of penetration into the general public’s consciousness.

This technical coloration of the movement prevents the AIERMPS from using strategies that 
other social movements have used to achieve comparable goals. While a comprehensive review of 
relevant strategies, commonalities, and differences is beyond the scope of this chapter, some ex‑
amples help to illustrate the point. For instance, like the climate change movement and the animal 
welfare movement, the AIERMPS faces a problem in the 2020s that essentially surrounds the be‑
havior of a few corporations. Hence, the AIERMPS could likely learn from how other movements 
have approached these dynamics.

In Ethics Into Action, written in 1998, Singer shows how Henry Spira, one of the pioneers of the 
animal welfare movement, achieved significant social change among corporations despite having 
few resources by using both (external) adversarial and (internal) cooperative strategies. He used 
these strategies to respectively acquire bargaining power and to use it through interactions with 
the corporations to achieve concrete outcomes. By mixing concrete threats to the public relations 
of organizations that mistreated animals, such as McDonald’s or Revlon, with frequent interactions 
with employees from these companies, Spira was able to increase reputational pressure on these 
firms through targeted ads against the companies and demonstrations until they made the concrete 
changes Spira demanded, ultimately improving animal welfare.



Siméon Campos and Daniel S. Schiff

422

Another example of how the lack of a strong social movement in AI safety limits the field’s 
ability to achieve social change is its inability to tap one of the core mechanisms of the animal 
welfare and climate change movements known as the radical flank effect (Evans, 2023; Lange, 
1990; Simpson et al., 2022; Singer, 1998). The radical flank effect describes the effects that radical 
activists have in increasing the likelihood of counterparties to negotiate alternatively with more 
moderate activists, or by changing the public issue framing around which strategies are considered 
moderate or radical. Critically, this effect has been found to have both negative and positive impli‑
cations and is still much debated in the academic community. However, it arguably reflects another 
element missing from the AERMPS movement.

Still, other ways in which the AIERMPS’s unique composition and history limit its effec‑
tiveness may revolve around voting, lobbying, fundraising, and overall resilience to threats. 
Limiting fundraising to a small number of wealthy, dedicated donors renders movements de‑
pendent on those donors and the risks they pose, as evidenced by the Sam Bankman‑Fried 
scandal (Kim, 2022), while alternatively cultivating a broader base of funding support might 
increase resilience. Similarly, without broad‑based public support, individuals are unlikely to 
engage in protests, walkouts, create civic clubs or student groups, call their political repre‑
sentatives, and so on.

A shorthand way of making this critique is that the movement remains centered on elite and 
esoteric perspectives aimed at rationally identifying optimal strategies. However, the animal wel‑
fare, environmental, civil rights, and gay rights movements have arguably not achieved such levels 
of success through rational efficacy alone. Additional exploration and serious incorporation of 
multidisciplinary perspectives could help the AIERMPS learn from these insights.

4.2 Contingent coalitions with natural enemies  
and contingent tensions with natural allies

On top of those distinctive aspects, the AIERMPS has pursued unusual coalition‑building strate‑
gies to advance its goals. One of these unusual characteristics is that the social networks of those 
who are developing (potentially harmful) AI systems and those who are trying to prevent those 
harms are closely tied together (Lazar & Nelson, 2023). By analogy, imagine dedicated environ‑
mental activists and oil executives working as close friends (Alexander, 2022). As discussed previ‑
ously, many of the most successful AI companies are closely tied in multiple ways to prominent 
members of the philanthropic sector and, more broadly, to the rationalist community. While there 
may be benefits to such ties, for instance in terms of policy learning, they may also contribute to 
limiting the ability of core organizations of the AIERMPS to fund interventions that would be seen 
as too hostile to AI industry leaders. The potential for conflicts of interest is real.

Nevertheless, this link has allowed the AIERMPS to form highly atypical coalitions that 
have arguably had a major impact on public discourse. Today, several of the leading AI or‑
ganizations are managed by figures in contact with the movement, and many have prominent 
mission statements that explicitly call for the development of responsible or safe AI, with dedi‑
cated teams focused on AI safety. As an example, the prominent AI extinction risk statement 
produced by the Center for AI Safety generated a major news cycle in large parts thanks to 
the signatures from essentially all of the CEOs of leading AI firms (Roose, 2023a). This sug‑
gests that the AIERMPS, despite its nature as an elite and technical community, has fostered a 
growing ability to build unusual but powerful coalitions capable of shaping policy and public 
discourse toward their perspective on AI risks.
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This can be better understood in light of Van Dyke and Amos (2017) who explain which factors 
are crucial to coalition‑building. Among these factors, the AIERMPS has cultivated:

• Strong social ties with prominent “bridge builders,” such as the Future of Life Institute, which 
has organized major conferences with a broad range of actors (Ó hÉigeartaigh, 2017);

• A shared ideology and culture across many organizations (Chivers, 2019);
• Increased political opportunities due to the rise in interest in the issue, which, according to 

political opportunity theory, raises the chances of successful coalitions; and
• A significant amount of philanthropic resources available to be deployed, allowing organiza‑

tions in the movement to dedicate some resources to coalition‑type activities.

Paradoxically, while the AIERMPS has maintained unusually strong ties with industry actors, it 
has largely failed to form coalitions with the AI ethics communities, whose interests and goals 
arguably make them much more natural allies than industry players. Some cultural and ideological 
differences have turned into conflicts that may have calcified actors and made coalition‑building 
harder.

The original seeds of the disagreement, as Prunkl and Whittlestone (2020) explain, arose from 
disagreements over which issues were more important when attempting to minimize the harms 
(or risks) from AI. To simplify, those closer to the “AI ethics” side argue that AI safety concerns 
are overblown, even pseudoscientific, and a distraction from what they view as more pressing 
problems, such as bias or privacy concerns arising from already existing AI systems. In contrast, 
some closer to the “AI safety” perspective suggest that the problems they focus on are catastrophic 
or existential in magnitude, and dwarf so‑called “short‑term” AI ethics concerns in importance.

This disagreement became cemented by episodes where lack of mutual support and contesta‑
tion over public attention and funding have created resentment. Two recent examples illustrate 
this conflict:

• Some prominent voices in the AI ethics community blamed Hinton for leaving Google in 2023, 
due to his concerns about AI safety, when he had not similarly reacted two years earlier when 
prominent AI ethics advocate Timnit Gebru was pushed to resign from Google after having 
been asked to not publish one of her papers related to the problems of large language models 
(Chan, 2023).

• Despite having founded the Distributed Artificial Intelligence Research Institute (DAIR), an 
organization focused on preventing harms of AI, and aiming to launch a “Slow AI” movement 
in 2022 (Strickland, 2022), she along with other prominent AI ethics researchers severely criti‑
cized statements on the AI pause proposed by an organization from the AI safety movement, 
due to their emphasis on AI extinction risks (Sætra & Danaher, 2023).

To resolve these disagreements and conflicts and create room for greater impact overall, vari‑
ous proposals have been offered. Stix and Maas (2021) emphasize many avenues for positive 
collaborations, such as the study of available policy levers that would help achieve changes that 
both camps find amenable, or jointly pushing for mechanisms to maintain the integrity of public 
discourse in the face of AI systems. Prunkl and Whittlestone (2020) emphasize how the division 
between “long term” (AI safety) and “short term” (AI ethics) risks overemphasizing these differ‑
ences, including their associated time scales. Instead, they propose four dimensions that could 
better identify disagreements in prioritization and thus foster the potential for collaboration.
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More systematic discourse and shared analysis could help the communities identify common 
ground on which AI capabilities to focus on, when to focus on current or future impacts, whether to 
focus on more or less uncertain issues, and whether to focus on extreme risks or risks at all scales. 
As Sætra and Danaher (2023) identify, the movements could endeavor to build bridges to achieve 
common goals and avoid a situation where “neither short‑ nor long‑term risks are managed and 
mitigated,” which would represent a failure of both communities. For the AIERMPS to achieve its 
goals effectively then, it may need to continually revisit both its unusual alliances with industry 
actors and its disagreements with actors in adjacent communities.

5 Conclusion

This chapter began with a review of the status of AI and philanthropy, articulating a distinction 
between AI when used as a tool to advance numerous aspects of philanthropic practice, and AI 
when considered as a domain or cause area. Here, we focus on the latter, presenting a history and 
evaluation of the prominent and increasingly important community focused on extreme AI risks.

We reviewed its unusual intellectual and philosophical origins in rationalism, effective altru‑
ism, and technical safety research before discussing its transition to public relevance. Some of the 
movement’s unique features may have played a role in its recent successes, such as close alliances 
between leading AI industry actors and AI safety researchers. However, the movement’s largely 
elite nature and difference from typical broad‑based social movements also pose limitations and 
threats to its viability, including distancing it from potentially natural allies.

This chapter only begins to articulate some important characteristics of the movement. Sub‑
stantial research, including historical analysis, interviews, studies in management and political 
science, and so on, is needed to unpack many related issues, understand possible trajectories, and 
provide analysis to evaluate, achieve, and perhaps modify the movement’s aims and efficacy. As a 
starting point, we suggest greater research is needed to understand the social and intellectual his‑
tory, political coalitions, and trade‑offs involved with the movement, as well as the movement’s 
positionality in broader philanthropic and AI circles.

For individuals who are members or observers of the movement, this chapter echoes calls for 
multidisciplinary engagement, learning from outside perspectives, and learning from the successes 
and failures of other social movements. We suggest here, echoing numerous commentors, that di‑
rect engagement with other social movements, critical scrutiny of current alliances, and efforts to 
build bridges across coalitions could be prudent, along with deeper engagement with the general 
public. While the impact of the AI extreme risk philanthropic sector is yet to be fully understood, 
it is likely to be monumental.
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HOW CAN PHILANTHROPY 

PROMOTE ETHICAL, INCLUSIVE, 
AND RESPONSIBLE AI 

DEVELOPMENT?
Lessons from impactIA Foundation

Laura Tocmacov

1 Artificial intelligence, from tool to non‑human entity

The emergence of AI represents an unprecedented turning point in the history of technology and 
humanity. This revolution goes far beyond mere technology: it confronts us with a new era in 
which the boundaries between species and those of intelligence are redefined. As the catalyst of 
this transformation, AI stands out for its uniqueness and far‑reaching implications, marking the be‑
ginning of a unique interspecies collaboration, no longer as a mere tool, as we often like to say, but 
as a non‑human entity with which we develop relationships. This is what “AI assistants” bring us: 
a new kind of relationship, where, no matter what we do, we forget that it is “just an AI,” despite 
all our efforts to de‑anthropomorphize it. This partnership, bringing together human, collective, 
and artificial intelligence, generates unexplored potential for overcoming the limits inherent in 
each form of intelligence.

In this quest for intellectual expansion, AI confronts us with our mirror, revealing our genius 
and shortcomings. By seeking to reproduce our intelligence, it raises crucial questions about our 
essence and representativeness. The biases intrinsic to AI systems, stemming from their design 
by a small, privileged portion of the world’s population, shine a blinding light on the inequali‑
ties and distortions of social representation. Indeed, training data forms the basis of AI learning. 
If this training is done on unrepresentative data, for example, only on men to predict the risk of 
heart attack, the AI excludes from its training the possibility of predicting the risk of heart attack 
in women because the symptoms are different. This concrete example brings us to the heart of the 
research, which is currently carried out mainly on white men. The practical consequence is that 
female heart attack victims are attended to 40 minutes later because their symptoms are different 
and they are not correctly spotted (Lichtman et al., 2015).

The growing accessibility of AI, supported by the democratization of smartphones, gives this 
technology power and reach, with 67% of the total population owning a smartphone by 2020. How‑
ever, this ubiquity also leads to a significant gap and glaring imbalance in the distribution of AI‑gen‑
erated wealth between AI users and developers. AI needs data to be trained, which is provided by 
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users without real consent, as a recent case between The New York Times and Open AI for copy‑
right infringement has just demonstrated (Le HuffPost, 2023). The latter trained its ChatGPT model 
by copying and using millions of copyrighted Times articles without permission. Stability AI and 
Midjourney are also in the spotlight after artists launched a class action against them for copyright 
infringement (Vincent, 2023). Here, too, the models were trained without the artists’ permission. 
Once AI has been trained and put into product form, it enriches the companies involved. It leads to a 
concentration of power within a few dominant companies, with no distribution of the wealth gener‑
ated. This phenomenon poses a major challenge in terms of equity and governance.

First, it is important to realize that AI acts as an amplifier. In this sense, it amplifies preexisting, 
unresolved societal problems, not creating new ones. Likewise, we need to recognize that while 
AI raises questions at a global level, it is at a local level that solutions need to be found because 
each community has a different reality and its uniqueness that is enriched by AI. Global answers 
impoverish the richness of diversity.

These essential features remind us that the introduction of this disruptive technology exacer‑
bates unresolved social problems. It is disruptive because of the general disorganization it entails 
and the radical changes in the economic world we are just beginning to touch. The intense pressure 
exerted by AI to adapt will affect the different strata of society unevenly. While in 2022, an EPFL 
study indicated that 62% of professions were threatened by automation, in March 2023, this figure 
had risen to 67% (Nosengo, 2022). The challenge of training to keep pace with this evolution is a 
major one. An overview of ILO1 shows that women often have less access than men to productive 
resources, education, skills development, and the labor market (ILO, n.d.).

It is complex to identify the impact that AI will have on governance and the way we work. 
However, an OCDE (2023) publication points to the threats AI may pose. Although, for the time 
being, the main focus is on the positive modification of thankless, repetitive, or even dangerous 
tasks, the first negative signs are emerging: activity becomes more sustained after the introduc‑
tion of AI systems, with less frequent human interaction and increased data collection on workers. 
Once again, a polarized disparity is emerging, with graduates and managers on the one hand more 
inclined to see AI as beneficial, and workers subject to algorithmic management or working with 
AI on the other, who find it less favorable.

These elements will need to be closely monitored to adjust and reduce inequalities. Our lack 
of experience, with no other reference than an Industrial Revolution, presents huge differences, 
although there is the similarity of the transition from tasks usually carried out by humans to ma‑
chines, except that here it is not the physical body that is replaced, which is easy to observe in 
its tasks, but thought, which is more complex. This puts us in a “blind” position, with traditional 
references proving insufficient. Indeed, although the invention of the Internet, digitization, and 
electricity have certain similarities, by bringing about structural changes in the economy, they 
have done so gradually, allowing a certain amount of adaptation over several decades and without 
creativity or autonomy.

Conversely, AI presents itself as a potential collaborator, which will impact the world of work 
at an extraordinary speed and scale. Its ability to process massive quantities of data to make com‑
plex decisions that surpass human analytical capacity, its interconnectivity with other digital 
technologies, or its capacity to learn, create, and act autonomously raise questions on several 
levels. AI takes us into an incursion of hitherto human prerogatives, the evolution of which can be 
unpredictable.

This inordinate situation forces us to think creatively about our approaches to the transition to 
AI and to consider the impacts, solutions, potential, and dangers of AI differently. The AI era calls 
for an iterative approach, exploring new forms of intelligence and decision‑making. If we want 
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sustainability in the global model of society, in the sense of being sustainable and benefiting all, 
civil society must become a key player in deciding what is “desirable” and what is “acceptable” 
in the use of AI. It must be empowered to become an alter ego alongside companies and govern‑
ments. This new era demands unique collaboration and creativity. Otherwise, we are accelerating 
our current model, which is pushing us into the wall both economically and ecologically.

Philanthropy can play a predominant role here, supporting development designed for the com‑
mon good and not simply for profit. It can strike a balance between profit and sustainability. 
Philanthropy can influence new paths by encouraging the empowerment of individuals and civil 
society to play their part in a vision of the common good and of an ethical and inclusive revolution 
through AI.

In this sense, we are entering a new era. For the first time in human history, we have a real 
choice that allows us to imagine a world of equitably distributed abundance. A world where work 
is transformed by hybrid intelligence, nurturing individual fulfillment, a harmonious life, and an 
equitable society. At this turning point philanthropy will be able to “do its bit.” At all levels, what‑
ever its resources, philanthropy can provide the drops of water needed to help improve the situa‑
tion, inspire others by its example, and link communities together.

In this context, impactIA was founded with a vision of a world of work evolving into an era 
of sustainability and fairness by aligning artificial intelligence with humanist principles and 
fundamental rights. We aspire to a future where everyone benefits from hybrid intelligence,2 
not only to overcome the challenges of our time but also to build a fairer, more inclusive 
world that respects humanity and our planet.

Our mission is to forge links between individuals, organizations, and civil society, creating syner‑
gies and solutions to meet the challenges and seize the opportunities of this technological revolu‑
tion. We promote the transformation of organizations toward hybrid intelligence, where humans 
and AI collaborate for the common good. We are working to democratize AI based on three pillars: 
(1) the individual, (2) organizations, and (3) civil society and governments. To achieve this, our 
activities focus in particular on:

• impactIA Academy,3 with a strategic watch on the new professions linked to AI, the design of 
training systems and their deployment;

• Educating young people aged 5–25 about AI, robotics, and ethics, in particular through the 
MAIA Academy;4

• Educating the population about AI and its challenges and opportunities, in particular through 
the AiiA festival;5

• The robot·me project, which promotes collective responsibility for AI. A multimodal AI as‑
sistant that learns from people, works for them, and pays them when they agree to share their 
cognitive capital for the overall improvement of robot·me for the community.

2 Principles to guide responsible AI development

With the exponential growth of AI’s impact on society, a crucial question arises: what is respon‑
sible AI? The terms “ethical AI,” “responsible AI,” and “AI aligned with human values” are often 
used interchangeably, conveying a kind of common concern behind their difference, which is 
broadly to ensure that the development and application of AI takes place in accordance with ethical 
and moral principles, aligned with the well‑being and values of humanity.
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This chapter presents principles to develop responsible AI, based on the Montreal Declaration 
(2018) for the responsible development of Artificial Intelligence, which resulted from an inclu‑
sive deliberative process involving dialogue between citizens, experts, public officials, industry 
stakeholders, civil society organizations, and professional bodies.

Responsible AI is characterized by its ability to make decisions and act in ways that respect and 
promote human rights, equity, justice, and overall well‑being. This approach involves a careful 
examination of the implications of AI on different aspects of life, such as privacy, safety, transpar‑
ency of decision‑making processes, and the impact on social and economic disparities. The stakes 
are high: how can we shape AI so that it serves the interests of all without becoming a source of 
injustice or prejudice? The answer to this question lies not in the technology itself but in how we 
design, regulate, and integrate it into our social fabric.

The Declaration provides a framework for reflection and action, proposing guiding principles to 
steer the development of AI toward a future that respects and enriches humanity as a whole. It under‑
lines the importance of an inclusive and participatory approach, involving scientists, decision‑makers, 
businesses, and civil society in a constructive and ongoing dialogue. It also addresses fundamental 
themes such as respect for individual autonomy, protection of privacy, solidarity between human 
beings, democratic participation, equity, and inclusion of diversity. These principles form an ethi‑
cal compass, guiding AI’s development toward moral and socially beneficial goals while promoting 
collective responsibility in the face of the challenges and opportunities this technology represents.

Building on the Declaration, we can explore what responsible AI might mean and how it can 
be realized in practice. This offers a promising path to a future where AI is not just a tool for 
technological progress but also a lever for our society’s ethical and social advancement. To help 
philanthropic organizations (POs) shape responsible AI and contribute to its ethical development, 
they can draw inspiration from the principles below.

2.1 Principle of well‑being

Work has a multifaceted impact on general well‑being. As a source of self‑esteem, society and the 
individual often associate it with personal worth. Providing a salary that gives access to material 
resources enables us to meet needs that are primarily physiological. Finally, its impact on our 
mental and/or physical health influences our entire being.

With this in mind, directing some of philanthropy’s resources toward transforming the world 
of work as we know it today into something more sustainable and ecological could have a major 
impact on a fairer society. Two studies, reported by RTS (2020) from PK Ruch and SWICA (n.d.) 
in 2020, show that absences from work due to mental health problems have risen by 70% in Swit‑
zerland since 2012. Of these absences, 60% are due to burnout. The impact of work on human 
dignity is real in more ways than one, and aiming to increase well‑being through this lever seems 
a promising hypothesis.

AI can contribute to well‑being by transforming the world of work and automating repetitive 
and tedious tasks, enabling workers to focus on more creative and rewarding activities. This could 
significantly reduce cases of burnout and increase individuals’ self‑esteem, contributing directly 
to their well‑being. From mental health in the workplace to better job opportunities, it can help re‑
duce inequalities. To support this, POs can focus on project funding that targets AIs geared toward 
improving human well‑being through work. These projects can range from research to responsible 
innovation aimed at improving working conditions broadly.

impactIA’s Example Projects. impactIA deploys its support for well‑being by transforming 
the world of work toward greater sustainability and equity. Recognizing the multidimensional 
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impact of work on well‑being, it focuses on responsible innovation in AI to automate repetitive 
tasks, reduce burnout, and improve working conditions. This enables individuals to devote them‑
selves to more creative and rewarding activities, enhancing their self‑esteem, mental and physical 
well‑being. The foundation fosters synergy between stakeholders to bring these advances to frui‑
tion by allocating resources to projects aimed to tangibly improve human well‑being through the 
prism of work. Current project examples include:

• “My Mentor is a Woman” is a program that enables male managers, entrepreneurs, and depart‑
ment heads to be mentored by women to increase diversity within their company. We truly be‑
lieve that more diversity will lead to a healthier, more representative, and more secure working 
environment. To achieve this, we wanted to reach out to “enlightened men” who believe in the 
power of diversity and enable them to create a trusting duo with their mentor, who becomes 
a sparing partner to help them meet this challenge. If the workplace becomes safer and “gen‑
ders” are reconciled, we are convinced that well‑being at work will increase. As the challenge 
of diversity and inclusion is multifactorial, the work women mentors do with their mentees is 
diverse and depends on what the company is already doing. This can range from support in 
preparing sessions on the theme of inclusion, a critical look at the commitment processes and 
readjustments, listening to situations that have arisen to propose other alternatives, and creating 
a work charter with the team, for example. The program is based on where the manager is and 
the extra steps he or she can take to be more inclusive.

• Beyond its global vision, the robot·me project aims to provide the individual with an assistant 
that genuinely takes care of him or her. In companies, this function should be performed by 
human resources. The latter are required to maintain the company’s interest first and foremost. 
A personal assistant who unilaterally takes care of the individual by getting to know them, 
their rhythms of fatigue and performance, and the concepts of well‑being will be able to help 
promote well‑being by providing support and advice. For impactIA, behind this project lies the 
desire to use LLM‑type AI in a completely different way both in philosophy and in the business 
model itself. The assistant is there not only to increase productivity but above all to relieve the 
person of tasks that are not necessarily very good and are not a source of satisfaction. The aim 
is to increase the quality of work and to return to meaningful work. It’s a direct bulwark against 
“bullshit jobs,” which, according to studies, directly affect around 37% of British workers. It’s 
highly likely that we’ll have roughly the same figures in Switzerland. This type of employment 
creates a new form of self‑destruction through boredom, known as “boreout.”

• The “AI, art and young people’s mental health” workshop was launched in 2022 with a trans‑
disciplinary group of 12 experts, including two young people. This project launch was initi‑
ated from observing the deteriorating state of young people’s health and the 70% increase 
since 2012 in the burnout rate in Switzerland. These newcomers to the world of work are doing 
worse and worse in a world of work that is doing worse and worse. Using the opportunities 
offered by AI to find solutions to curb this mental health epidemic carries us forward. The next 
steps in this project will be to explore different solution universities.

2.2 Societal inclusion with the help of AI

POs can fund projects that focus on informed consent from users, enabling them to understand 
how their data is used by AI systems and offering them the opportunity to control this data. Con‑
sent is a crucial point in the ethical issues surrounding the use of AI, and it is even more so when 
these systems enter deeply into our private lives. Even if consent is given at the outset, it must be 
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free. Often, however, neither clarity as to what will happen to the data collected nor absolute free‑
dom is the order of the day when AI is used. More so, the “relationship” we can develop with AIs 
by interacting with them can lead us to reveal sensitive data in the “conversation’s” flow without 
being aware of it. Supporting the development of new user consent models that accompany users 
throughout their lives with applications, on the other hand, would enable us to maintain heightened 
vigilance. As part of the robot·me project, by giving users the ability to capitalize on their data and 
remunerate them in return when they decide, with informed consent, to share their knowledge, we 
are making several things possible:

• Provide more diverse and representative training models. The models are “finetuned” some‑
where, not only to the user, but also to the company, or even to a region. This is a first step 
toward AI that is more representative of who we are “locally.”

• The importance of an open‑source project of this kind also means that we can be particularly 
vigilant about model biases and have the power to influence the debiasing of the model. The 
simple principle of open source has an immediate impact on diversity.

• Finally, by capitalizing on cognitive skills and paying for them, we are helping compensate for 
the decline in activity for certain types of workers who are seeing their tasks gradually replaced 
by AI. This “compensatory” remuneration can enable a section of society that would otherwise 
be rapidly ejected from the market or put on a precarious footing to invest in continuing train‑
ing, for example. This form of “royalty” also contributes to a fairer redistribution of wealth.

Societal inclusion also means empowering individuals. AI projects must respect the autonomy 
and enable individuals to take better control of their lives and their environment because it is not 
enough to have diversity in a company or society; this diversity must be able to “live together,” 
and this is where AI can help. In this category of projects, AI must share a common objective: to 
enable people to manage their own affairs better, make informed decisions, and interact with their 
environment more effectively and independently. Supporting projects that accelerate or increase 
people’s access to autonomy must become a priority that philanthropy can support. There are a 
number of concrete examples of this, but they are not exhaustive:

• Assistive technologies for disabled people (intelligent prostheses, voice recognition to help 
them with their daily tasks and improve their independence);

• Assistive technologies for people with disabilities (intelligent prostheses, voice recognition to 
help them with daily tasks and improve their independence);

• Intelligent personal assistants to help people access fundamental rights and write letters in a 
language they are not fluent in;

• Adaptive educational tools that adapt to each user’s learning style and pace;
• Improved communication tools, such as translators, to help overcome language barriers;
• Citizen participation platforms to facilitate civic engagement. To take a concrete example, 

the city of Neuchâtel has set up a citizen’s platform to stimulate civic participation. This 
open‑source platform allows people to engage in dialogue and imagine and co‑create projects 
for the common good. This platform could give rise to AI projects geared toward the common 
good. Here too, it is important to give everyone a voice to ensure greater inclusion in the city. 
By imagining AI projects conducted according to these principles, we end up with a society 
that decides what is desirable AI and what is acceptable, which it gives in return to the owners 
of these AIs.
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2.3 Principle of privacy and intimacy

Privacy is a major challenge in the age of AI, and POs have a pivotal role in addressing it. There 
are a myriad of actions that POs can take:

• Legislation: help fund legal research initiatives to develop legislative proposals that better pro‑
tect individual privacy in the face of AI technologies. More university or HES studies financed 
on this specific theme would make it possible to take more important steps more quickly. How‑
ever, these studies are nothing without “sandboxes,” which are real experiments on a small 
scale that allow us to see the impact of such and such laws before setting them in stone and 
risking slowing down innovation. In this sense “do tanks,” such as the impactIA foundation is 
doing, notably with the AiiA festival, a laboratory for experimenting with the impact of AI on 
society through art and culture, should be given more support. A Do Tank leads the intellectual 
work in the form of collective intelligence that can be achieved by breaking down the silos of 
expertise and experimentation in the field. Do Tanks operate on the principles of openness, 
altruism, solidarity, and sustainability.

• Education and Awareness: create and promote educational programs informing the public 
about the privacy risks involved in using AI. This can include workshops on how to secure per‑
sonal data or awareness campaigns on digital rights. By creating academies such as the MAIA 
Academy for 12–18‑year‑olds run by the impactIA foundation, which enables young people 
from the French‑speaking world to meet in all their diversity, work together and understand AI, 
robotics, and the challenges of these technologies, the new generation is better equipped to face 
these challenges. By also developing continuing education for the general public, enabling them 
to grasp the impact of AI on their work, we are giving them the keys to take hold of the trans‑
formation of their skills. Here, too, the programs developed by impactIA are aimed at achieving 
this objective; whether it is a one‑day course on “Understanding generative AI and applying 
it to your work” or “Ready for AI,” these courses are designed to develop skills and upskilling.

• Ethical Audits and Certifications: fund bodies responsible for carrying out ethical audits of 
companies developing AI to verify that these companies respect privacy. This could lead to cre‑
ating a trust label for consumers, indicating that products and services meet high data protection 
standards. However, great vigilance is required in this area. Many labels are now being called 
into question because industrial interest groups created them. Here, philanthropic organiza‑
tions can make a difference by combining citizen‑based approaches that take a stance on what 
is acceptable and desirable. Giving individuals in society the opportunity to coordinate their 
thoughts, define what is acceptable, and discuss and share their fears can finally lead to value 
audits and certifications, not self‑constructed by a company according to its interests but by a 
common interest. Achieving this requires, for example, the creation of citizens’ workshops run 
by neutral bodies. In this spirit, impactIA has initiated the citizens’ workshops, which will take 
place in Switzerland, initially in the French‑speaking cantons and then throughout the country.

• Promoting Open Source and Interoperability: encourage the development of open‑source 
AI solutions that enable greater transparency on how data is processed and promote interoper‑
ability, giving users greater control over their data. Today, two currents are facing each other, 
particularly with LLM models: the current of closed founding models, with companies such 
as Open AI behind it, which advocates that AI is a source of significant danger of the extinc‑
tion of humanity if it is in everyone’s hands. They say that open source is dangerous and that 
closed models are better left alone. On the other side, there is a movement, led from the outset 
by Yann LeCun, Researcher and AI Director at Meta, which recognizes the dangers of AI but 
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is proposing open research and open‑source models so that we can react as quickly as possible 
with a strong community committed to finding solutions. Companies’ financial interest in fight‑
ing open source is obvious, and their financial strength is enormous. Foundations such as Open 
Philanthropy have invested the strata of the best universities with millions for research into the 
existential risk posed by AI. Behind this type of foundation are Silicon Valley millionaires who 
Proprietary AI systems. Faced with these enormous resources, open‑source voices are some‑
times stifled. Providing the means to demonstrate the security alternative through open source is 
a challenge today, as we find ourselves at a pivotal moment in the face of a powerful strike force.

• Support for Legal Action: help fund litigation against companies that violate privacy, which 
can not only provide recourse for victims but also deter companies from engaging in such prac‑
tices. Recent examples from Switzerland, such as the Swiss Federal Railways (SBB), which 
wanted to introduce surveillance technology to track travelers and their shopping habits in 
2023, show how quickly AI‑powered technologies can veer between blurred legal and illegal 
boundaries. However, the lack of financial resources and the power to act often means that com‑
panies snub the law with little risk of significant penalties. Financial support that would enable 
legal action to be taken in cases where AI violates fundamental rights would make it possible 
to clean up the current Far West of this technology. Even though the EU Act points in the right 
direction, there is still plenty of room for discrimination until it is implemented.

• Partnerships with Cybersecurity Experts: collaborate with security experts to develop 
best‑practice guides for companies that collect and use data as part of their AI services. Associ‑
ations such as ICON‑NGO6 aim to provoke a conscious reaction by popularizing and decoding 
the information society for civil society. ICON carries out concrete actions and explorations for 
future generations in the field of new technologies, with a focus on cybersecurity and artificial 
intelligence. More widespread support for this type of initiative would not only help to reduce 
the number of cases of cyber‑attacks through better acculturation, but it would also provide the 
codes for better appropriation of cyberspace.

These actions, if well coordinated, can help create an environment where privacy is respected and 
protected in the development and application of AI while enabling society to reap the benefits of 
this technology. In short, POs can significantly contribute to creating a balance between techno‑
logical innovation and respect for people’s fundamental rights.

2.4 Solidarity principle

Investing in initiatives that use AI to solve pressing societal problems, such as health, education, or 
humanitarian aid, can strengthen global solidarity and mutual aid. Philanthropy should encourage 
projects that maintain or strengthen solidarity between people and generations. It should encour‑
age collaborative work and the creation of mutually supportive communities. The identification 
of individual risks using AI, for example, with a positive view to prevention, must be treated with 
extreme vigilance and due regard for the principles of solidarity so that it does not backfire on the 
principle of solidarity.

Projects that promote mutual aid, knowledge sharing, and cooperation are vitally important 
today, even more so than in the past, because they offer viable alternatives to the concentration of 
individualization that can lead humanity down polarized and destructive paths. Any project that 
aims to harness data and learning and put them in the hands of communities, thereby enriching 
them, is a desirable project and a genuine alternative to inequity.
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AI has the potential to process massive volumes of data to identify and solve complex prob‑
lems in areas such as healthcare, education, and humanitarian aid. For example, in the healthcare 
sector, AI can help predict epidemics, improve diagnostic accuracy, and personalize treatment for 
populations that otherwise lack access to quality care. In education, it can personalize learning to 
the specific needs of each student, especially in underdeveloped regions where access to qualified 
education is limited. In humanitarian aid, AI can optimize the logistics of resource distribution in 
crisis zones, ensuring faster, more targeted aid.

In this context, POs should favor initiatives that encourage collaborative working and the crea‑
tion of mutually supportive communities. For example, AI can be used to connect volunteers with 
local initiatives, create platforms for skills exchange, or even support participatory finance projects 
for social causes. The focus should be on projects that use AI to promote cooperation and knowl‑
edge sharing between individuals and communities.

Risk management approaches guided by principles of solidarity that ensure that the use of AI 
for risk identification is not to the detriment of the individual could be supported. In this way, the 
guarantee of support for vulnerable groups through identifying health risks in a non‑discriminatory 
way can be given. By actively supporting AI technology with a principle of solidarity, POs ensure 
that technology is synonymous with social progress and not division.

2.5 Principle of democratic participation

Philanthropy should encourage projects that involve citizens in determining what is desirable and 
acceptable in terms of AI. We have too little experience with this technology to understand its real 
impact on our democracy. We need to be able to establish certain principles and follow rules but 
also have a process of experimentation and deliberation between all the players involved.

Using AI to anticipate and identify community needs, going beyond “classic consultations” 
where the community is listened to but the decision ultimately rests with those organizing the 
consultation, can have limits. There is a risk of ending up in situations where consultation is an 
alibi. If, for example, a municipality or canton organizes a “citizens consultation,” it does not 
have to do anything with the results. Some feedback from this type of consultation ends with 
frustrated citizens expressing that they have only been involved in the process for form’s sake 
and have not been listened to. One meaningful way of mitigating this risk could be for civil 
society organizations to organize such consultations, inviting public authorities, citizens, and 
organizations on an equal footing. This takes these consultations to a place where the interest 
of the common good is more important. The roadmap at the end of the consultation shows the 
political authorities the paths to take and then asks for feedback. The risk of leaving resolu‑
tions “in the wardrobe” is reduced because a trusted third party is the guarantor of what has 
been said.

An essential way of mitigating this risk could be for civil society organizations to organize such 
consultations, inviting public authorities, citizens, and organizations on an equal footing. This im‑
plies being able to finance this type of consultative project through philanthropy.

Moreover, when we talk about the “democratization of AI,” we usually think only of access to 
AI. However, the democratization of AI must contain a deeper meaning. A study of Montreal Eth‑
ics (Seger et al., 2023) on the democratization of AI highlights four points:

1 Democratizing the use of AI. The aim is to make it easier for everyone to use the technology.
2 Democratizing AI development. These are the people involved in AI design and development.



Laura Tocmacov

442

3 Democratizing AI’s benefits. This involves the equitable redistribution of the value acquired by 
the organizations that control AI.

4 Democratizing AI governance. In reference to distributing the influence of decision‑making to 
the widest possible stakeholder communities.

Philanthropy must support and encourage all four elements; otherwise, AI’s representativeness and 
impact will remain notably biased.

impactIA’s Example Projects. Based on the principle of democratic participation, the im‑
pactIA foundation has initiated “citizen workshops.” The aim is to organize meetings with Swiss 
public administrations and citizens to answer the question, “with AI, what is desirable and what 
is acceptable as a citizen?” With this question, we want citizens to define what AI applications 
would be desirable in their lives as citizens, and in return, what they would be willing to give 
of themselves (especially in terms of data) to achieve these AI applications. By putting citi‑
zens at the heart of the process, the excesses of applications designed for the convenience of 
administrations, but which may run counter to the interests of individuals are minimized. By 
organizing spaces to define this, we want to create a dynamic where no AI is created, imagined, 
or deployed in public administrations or sensitive sectors such as healthcare, without including 
citizens or patients. An example given by the HUG (Hôpital Universitaire de Genève) patient 
partners group is very telling: they say that of course they are aware that AI can help the hospital 
administratively, but that they would like priority, or at least equal value, to be given to projects 
that add value for patients, and not just to organizational efficiency. We have already organized 
a first citizen workshop in October 2023 with the canton of Geneva and are now in the process 
of rolling it out more widely, first to the French‑speaking part of Switzerland and then to the 
whole of Switzerland.

2.6 Principle of fairness

A major issue at the moment, particularly in the face of the Tescrealist7 movement, is support for 
initiatives that tackle already existing problems, notably the discrimination and prejudice that 
emerge in AI systems and constitute a real challenge to achieving a fair and equitable society. 
These issues are current, immediate, and very short term. The media attention given to the Tescre‑
alist movement means that current problems take a back seat. The enormous financial resources of 
the Tescrealist movement (in particular the millions raised by the Open Philanthropy Foundation 
and others supported by Silicon Valley milieus) stifle current problems, which do not reach this 
level of communication.

The databases used to learn AI are biased and unrepresentative. These biases can be overcome 
in a number of ways: by enriching databases with more diversity, using data augmentation tech‑
niques, involving communities in quality learning, etc. However, all these actions require financial 
resources to be carried out: AI projects that map the “over” and “under” representations of data, 
community involvement in the creation of AI, databases used to train AI, and so on. In the data‑
bases used to train AI, taking steps to debias the data and the learning would be possible. Concrete 
examples were initiated with the OpenAssistant project, an open and alternative “ChatGPT” led by 
Yannic Kilcher, a brilliant Swiss engineer who is very active in open source. For months, a com‑
munity of over 18,000 people worldwide contributed to this assistant’s creation. The future of AI 
development depends on the health and high quality of the dataset, and that is what they have been 
working on. Moreover, we had to stop because of a lack of resources.
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2.7 Principle of diversity and inclusion

Philanthropic funds and actions must be directed toward projects that reinforce social and cultural 
diversity, providing committed alternatives to social diversity and minorities, to combat a stand‑
ardization of society that is representative of an influential current but not our humanity.

impactIA’s Example Projects. Projects that support these principles, such as the “My Mentor 
is a Woman” project8 from the impactIA foundation, which aims to increase diversity in AI and 
tech companies through the mentoring of male executives by female mentors, are a case in point. 
By becoming allies, different genders can ensure a fair, equitable, and sustainable place for all. 
Projects promoting access to training for minorities under‑represented in the AI world are also part 
of this type of project. AI being, as we have seen, an amplifying force, correcting the representa‑
tiveness of those who create AI should be a priority so as not to perpetuate current exclusions.

2.8 The precautionary principle

Support for independent research and AI development that takes into account potential risks and 
impacts on safety and health in particular should be prioritized in order to anticipate harmful con‑
sequences. The need for action research should be an important priority. As AI technology is com‑
plex and disruptive, with few retrospective references, anticipation cannot be based on the known. 
Iterative and exploratory projects involving transdisciplinary groups with different perspectives 
on AI and its deployment would enable AI to be deployed in experimental environments and its 
effects to be contained until they are understood and mastered. Experimentation through art, as 
a field where freedom of expression and innovation are valued, is becoming necessary to test the 
limits of AI and reveal its profound implications in a way that is accessible and resonant for the 
public. Art, by its exploratory essence, allows technology to be pushed to its limits, providing a 
space where AI can be stretched beyond its conventional applications, often linked to commercial 
or practical goals.

Integrating AI into art projects gives it an experimental dimension that sheds light on other‑
wise obscure facets, such as emotional, societal, and ethical impacts. This offers audiences more 
intuitive and engaging points of understanding, transforming abstract concepts into tangible expe‑
riences. Art can thus act as a catalyst for collective reflection on the future direction of AI, high‑
lighting issues that might not emerge in a purely technological or commercial context.

In addition, art offers a playground for ethical experimentation, where hypothetical AI sce‑
narios can be played out in a controlled setting, raising public awareness of potential consequences 
without real risks. In this synergy between art and technology, the precautionary principle finds 
concrete expression, enabling society to engage with AI thoughtfully and critically, valuing its 
benefits while recognizing and preventing its risks.

impactIA’s Example Projects. In this sense, the AiiA,9 a laboratory for experimenting with the 
impact of AI through art and culture co‑founded by the impactIA foundation and artist Jonathan 
O’Hear, responds to this principle. By putting Chimère, the multimodal AI entity, in the hands 
of international artists for a month‑long residency every year since 2021 and enabling them to 
explore its potential and challenges through experimental contemporary art, AiiA acts as a place 
of anticipation. It raises the questions that AI brings us, its challenges, its limits but also all its 
potential. The residency culminates in ten days of conferences with multi‑disciplinary thinkers, 
workshops, performances, and exhibitions that bear witness to his reflections and make them ac‑
cessible to the general public.
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As identified above, AI is not a conventional technology, so we have few points of comparison 
or anticipation. Based on history, we can only approach precautionary principles from a theoretical 
point of view. We need to adopt the “Do Tank” principle10 to experience the impact of AI. Such 
initiatives are essential, as they enable “safe” implementation through art.

2.9 The principle of responsibility

Any project supported or deployed must contribute to reinforcing human responsibility in deci‑
sion‑making. We must also understand these new psychologies of interaction between “human” 
and “non‑human” entities. In particular, we will have to deal with two human biases in relation to 
technology and find ways of balancing them.

The first is an overconfidence in technology, which leads us to believe it is better than we 
are. The rear sensors currently fitted to some cars can easily illustrate this bias. These sensors, 
activated when the car is reversed, emit beeps whose intensity increases the closer you get to an 
obstacle. Many examples of faulty detectors lead to collisions because of absolute confidence in 
their reliability.

Applied to AI, we run the risk of not carrying out our human evaluation before the final deci‑
sion when AI pre‑qualifies a decision for us, even if we only place it in a “pre‑decision” position 
before human validation.

On the other hand, the absolute lack of confidence in anything from technology can lead 
some of us not to trust its contributions. This principle is beginning to be documented follow‑
ing their appearance in specific medical departments in particular, where nursing staff, aided by 
decision‑making tools in the field that take the form of alerts and proposals for action, are not 
taken into account not because they are irrelevant but because they are not even considered and 
are systematically ignored without even reading them. Trust in these systems is non‑existent, even 
to the point of boycotting their use.

These two aspects underline the need for broader reflection on how to support the principle 
of responsibility in these new interspecies relationships. If we are to understand and develop its 
foundations, philanthropy is a key player in this process.

2.10 Principle of sustainable development

The projects supported or the deployment of AI in philanthropy must guarantee strong ecologi‑
cal sustainability for the planet. Minimizing environmental impact throughout their lifecycle and 
judiciously weighing up the notions of “desirable” and “acceptable” need continually stimulated 
thinking.

We have seen here how philanthropy can play a decisive role in the development of responsible 
AI that benefits society as a whole. This technology can support alternatives to capitalist models, 
which must be able to coexist with other models to be built or reinforced. These alternatives can 
then become rethought societal and civic norms, solid because a space has been given to concep‑
tualize and experiment with them. It contributes to a paradigm shift, participating in major tech‑
nological advances within a vision of the common good aligned with fairer, more inclusive, and 
more sustainable human values. To this end, POs can:

• Fund research and development in areas where AI can have a positive social impact;
• Partner with academic institutions, NGOs, and corporations to create responsible AI research 

and application programs;
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• Educate and raise awareness among the general public and decision‑makers about AI’s ethical 
and social challenges;

• Promote AI governance by supporting the development of policies and regulations that frame 
the ethical use of AI;

• Encourage responsible innovation by recognizing and rewarding companies and startups that 
integrate ethics into their AI development.

By adhering to these principles and acting accordingly, POs can play a decisive role in shaping a 
future where AI, guided by ethical values, contributes positively to society and respects everyone’s 
rights and freedoms.

2.11 impactIA, the open‑source movement, and TESCREAL

Overall, impactIA supports the open source and inclusivity movements to promote a future 
where AI enriches the lives of all, in alignment with our values of equity and sustainability. 
The foundation fosters an era of collaboration between individual, collective, and artificial 
intelligence, transcending the limits of each to build a more just and inclusive world. By 
supporting open source, we deeply believe that communities can take charge of the devel‑
opment and use of technologies that respect humanistic principles and fundamental rights, 
ensuring that the benefits of AI are shared equitably across society.

Open source increases the possibility of interfering with models to bring them closer to the objec‑
tives of the common good. It also makes models more transparent, or at least closer to it. Figures 
such as Yann LeCun, winner of the prestigious Turing Award11 in 2018, support a trend advocating 
model sharing as a solution to AI ethics. This approach emphasizes the importance of openness, 
transparency, and broad access to AI technologies. It recognizes that open models carry risks 
and vulnerabilities but that it is by widening access and enabling public scrutiny that technol‑
ogy is made safer. It also considers that poor regulation can lead to concentrations of power that 
undermine competition and innovation. By accelerating understanding and enabling independ‑
ent research, collaboration, and knowledge sharing, they see it as contributing to responsible AI. 
Strengthening public accountability is a key factor in this. For the moment, the question of who is 
to blame if an AI system does not work is still completely unclear and will become more appar‑
ent over the coming months/years. However, the risk with open‑source systems reduces the risk 
of major errors because the remediation action is visible and immediately correctable, whereas 
closed systems are determined to hide errors.

This current contrasts with the TESCREAL12 movements, which views AI through a prism 
of alarmist warnings and rigorous regulations that they, as experts in the field, propose to define 
for the good of humanity, with pronounced paternalism. In this movement, long‑termism plays 
a crucial role. It proposes optimizing rationality and addressing ethical issues in a way that aims 
to maximize civilization’s cumulative net happiness in the long term. This approach consciously 
neglects the immediate needs and suffering of individuals or the ecosystem in favor of a tech‑
nologically advanced future, whose orientation leads us to download our brains into simulated 
environments, the source of ultimate happiness.

The implications of this ideology are far‑reaching. One is redirecting philanthropic resources 
from today’s immediate problems to support this futuristic vision. The financial resources of 
high‑profile individuals relay on a massive scale the fear of a dystopian future where AI will 
destroy humanity if we do not control it… if THEY do not control it. They thus propose a frantic 
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race to technology as the answer to every problem, relegating current problems to mere “collateral 
damage.” This creates a major imbalance in terms of where philanthropic funds will put their 
resources and priorities.

In contrast, the open‑source movement advocates supporting accountability, citizen accultura‑
tion, and smart regulation, lowering barriers to entry for new players focused on creating more 
safety and AI that increases the common good.

Both of these trends have an impact on AI philanthropy. In this chapter, we sought to show how 
philanthropy can play a crucial role in promoting an ethical and inclusive AI revolution by mak‑
ing room for long‑term visions focused on a technological future and those that prioritize tangible 
improvements in the present in human and earthly quality of life. The key, as always, lies in the 
cohabitation of complementary approaches. In the same vein, philanthropy can take a long‑term 
view while at the same time addressing humanity’s current needs and problems.

3 New directions for philanthropy in the AI era

Philanthropy can be thought of only in its ability to fund and support social initiatives, but also as 
a major player in shaping a sustainable and equitable future. Therefore, it is becoming crucial to 
support the potential innovations that AI brings us by thinking outside the box. We need to look 
beyond financial profitability.

Indeed, the transfer of experience in bringing innovations to the economic world is extremely 
enriching, if we can also see their limits when we try to apply them to societal innovations in the 
sense of a positive impact on society as a whole and on the “common good.” With regard to the 
common good, i.e., the accepted reality of a positive general interest for the planet as a whole, 
innovation can take different and sometimes contrary paths. In this sense philanthropy should 
be able to rebalance these forces to leave more room for innovations geared toward the common 
good. Here are three ways in which philanthropy can strengthen its influence.

3.1 Promoting the acculturation of civil society

If technological advances are to serve the general interest, individuals must be acculturated to AI, 
whatever their age. To achieve this, individuals must have a general understanding of the tech‑
nology to make informed decisions. By empowering people to understand AI technologies and 
interact together, they can make informed decisions about how AI is or could be used in their daily 
lives and make choices.

Philanthropy should contribute and/or reinforce its interventions in favor of initiatives to edu‑
cate, raise awareness, and inform all categories of the population, paying particular attention to 
social groups that are generally excluded. Workshops, awareness‑raising programs, and training 
with multiple access levels are good sources of empowerment. Supporting initiatives to bridge the 
digital divide also helps to ensure that all sections of society have access to AI and the training 
they need to use it effectively. This includes funding access to technology in disadvantaged com‑
munities and digital education.

It is also fundamental to help the public put the cursor between what is desirable in terms of 
AI technology and what is acceptable. Some AI applications may seem desirable while raising 
questions of ethics, confidentiality, security, or energy consumption. Assessing these aspects and 
taking a stance on what is desirable and acceptable (re)empowers civil society to make informed 
decisions.
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A well‑informed and engaged “counter‑power” is essential to balancing the interests of finance, 
sustainability, and equity. This force can advocate AI aligned with the common good, insisting 
on transparency, fairness, and respect for human rights. Just as AI can offer new opportunities to 
increase and sustain citizen participation and democracy by improving access to civic rights and 
deliberation, it must enable an equal and sustained voice in decisions that affect individuals.

By fostering acculturation, empowerment, and informed engagement, philanthropy can ensure 
that AI advances are directed toward collective well‑being while reinforcing democratic principles 
and reducing inequalities. This is how we can ensure that AI is a tool at the service of humanity.

From the very beginnings of the impactIA foundation, we were confronted by the majority of 
people who excluded themselves from the AI debate by saying, “I am not a technologist; AI is a 
technologist’s debate!” It is because we are convinced that AI is a global and societal issue that 
we want to change the game. After two years of brainstorming and cross‑disciplinary conferences 
with the “AI Expert Days,” which brought together AI engineers, philosophers, entrepreneurs, art‑
ists, social entrepreneurs, the Anicinabe medicine man, young activists, etc., we realized that the 
debate was still too narrowly focused.

With the Swiss artist Jonathan O’Hear, we approached this from another angle and imagined 
how we could reach a wider audience. The result was the AiiA festival, a laboratory for experi‑
menting with the impact of AI on society through art and culture.

Since 2021, the AiiA has brought artists and transdisciplinary thinkers together in a Do Tank.
This type of initiative is a way of bringing the general public into the debate. Nevertheless, 

funding is a complex issue for this type of cross‑disciplinary initiative on a subject as disruptive as 
AI. It is here, at the forefront of the debate, that philanthropic organizations have enormous added 
value: when the subject is still unpredictable, its effects unclear, its projections non‑existent. It is 
also at this point, more than any other, that we need to bring civil society into the debate, into the 
“doing,” into the thinking.

3.2 The challenges of hybrid intelligence

The advent of hybrid intelligence marks a milestone in technological and societal evolution. This 
first‑time convergence of individual, collective, and artificial intelligences, working together to 
overcome the limits of each, opens up new horizons in many fields. This collaboration goes be‑
yond the notion of a traditional tool, making AI a partner in solving, creating, and deciding. For 
the first time, we are interacting with a non‑biological entity in a truly collaborative way, changing 
our understanding of intelligence and creativity.

impactIA’s Example Projects. The AiiA festival13 is an eloquent example of this dynamic, 
highlighting the challenges and opportunities of cross‑species collaboration. Experiments con‑
ducted within the AiiA over the past three years have raised questions and sketched out possible 
answers. The first year saw the creation of the first opera, using hybrid intelligence, co‑created 
by a Puerto Rican artist, Maria Sappho, and Chimère, the festival’s AI entity. This collaboration 
raised several questions about interspecies creativity in particular. After three editions, we can say 
that each time the 20 or so artists who came for a residency from different parts of the world said 
that, yes, with AI, they had opened up paths of creativity that they would not have taken without it.

The second year saw the emergence of a new orchestra made up of instruments “created” by 
Chimère and performed by the artists, as well as cross‑species compositions, AI, Mushrooms, and 
Humans interacting. This opened the way for reflection on our way of being with other species, 
anthropomorphization, and its impact on us humans.
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The last edition, meanwhile, raised questions about morality imposed by technologists and 
Silicon Valley in particular by questioning the “education” of these AIs. It is precisely because the 
public is confronted with the performances, works, and questions that emanate from this labora‑
tory and can see the hybrid intelligence at work that the challenges become clearer.

While the questions raised by AI are global, each year, the AiiA emphasizes even more strongly 
how local the answers must be. This becomes more obvious as the problems of bias and cultural 
over‑representation are brought into the public eye. These experiences also reveal the enrich‑
ing potential of coexistence and joint creation between diverse groups and AI. While today’s AIs 
show us that the list of under‑represented groups in our societies is long and diverse, the AiiA 
demonstrates how enriching it is for all to collaborate. As a society, we still have a long way to go 
in terms of non‑hierarchical coexistence. Moreover, if art can raise questions, it can also open up 
new, unexplored avenues.

3.3 Implications for governance

Hybrid intelligence also challenges our approach to governance. Traditionally hierarchical, these 
new entities may enable us to rethink our relationships with others and offer innovative alterna‑
tives in our daily and professional lives. The composition of these three intelligences – individual, 
collective, and artificial – could open new doors of knowledge and opportunity. This new form of 
amplification encourages a redefinition of power and collaboration dynamics. However, it is es‑
sential here to underline precisely this possible amplification. AI “amplifies.” This does not mean 
it makes people smarter, but it amplifies what already exists. If what already exists is a discriminat‑
ing factor, that is what will be amplified. So do not jump headlong into this hybrid intelligence and 
be sure of what you want to amplify. However, this synergy could act as a catalyst for creative and 
revolutionary solutions in various fields, from art and science to economics and politics. Hybrid 
intelligence represents a paradigm shift in the way we interact with technology. It invites us to 
rethink how we collaborate, create, and live together. By embracing this synergy between humans 
and AI, we open up a future rich in possibilities, where the barriers of cognition and creativity are 
transcended for a more inclusive and innovative world. Once again, this path has its pitfalls, and 
the role of philanthropy is clearly to enable these explorations to take place in safe spaces, such as 
the arts, so that the lessons learned can be safely transferred to everyday life.

4 Conclusion

This exploration of the intersection between artificial intelligence and philanthropy makes it essen‑
tial to adopt an optimistic and pragmatic perspective. AI offers revolutionary possibilities for human 
progress, but these advances are not without inherent complexities and challenges. The road to an 
AI‑enriched future is paved with technical, ethical, and social issues that require careful attention.

First, it is essential to recognize that AI, while a powerful tool, is not neutral. Every AI system is 
the product of human decisions and carries with it its creators’ biases, perspectives, and sometimes 
mistakes. Philanthropists must, therefore, ensure that the projects they support do not perpetuate 
existing inequalities or promote an exclusive, elitist technological vision.

Further, philanthropy must navigate the complex landscape of AI regulation, tackling not just 
technological advances but also ethical and social implications, even anticipating them. How can 
we ensure that the benefits of AI are available to all, not just the privileged few? The initiatives must 
support and promote universal accessibility and genuine inclusion, particularly for marginalized or 
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disadvantaged communities. In addition, philanthropy is invited to support projects that not only 
innovate in AI but are also forward‑looking and anticipatory.

It is also essential to recognize that philanthropy can sometimes unwittingly reinforce existing 
power structures. Therefore, philanthropists must adopt an approach of listening to and collabo‑
rating with communities and experts from diverse backgrounds to ensure that their actions truly 
benefit those they seek to help.

In conclusion, the role of philanthropy in the AI era is not only to support initiatives and innova‑
tions but also to free up space to conceptualize and experiment with viable duplicating alternatives.

We do not yet know what a society is where work no longer defines us. We need to be able to 
support these iterative reflections that explore what fulfilling societies can be, where the concentra‑
tion of wealth is distributed more equitably. We need to explore real, not theoretical, alternatives 
to capitalist models, with the means to reproduce their successes. These models could even coexist 
harmoniously, opening up new avenues.

Notes
 1 International Labour Organization.
 2 Hybrid Intelligence – collaboration between individual, collective, and artificial intelligence to overcome 

the limits of each.
 3 https://impactia.org/academy/
 4 https://impactia.org/new‑generation/
 5 https://aiiafestival.org/aiia/
 6 https://icon.ngo
 7 https://www.youtube.com/watch?v=gqtmUHhaplo
 8 impactIA Foundation website: https://impactia.org/formation‑continue/
 9 AiiA Festival website: www.aiiafestival.org
 10 A circle of people with expertise in their field, working together to produce actions based on principles of 

openness, altruism, solidarity, and sustainability. This is all part of a social and solidarity‑based approach.
 11 The Turing Award is considered the Nobel Prize of computer science. In 2018, it was awarded to Yann 

LeCun, Professor of Computer Science at New York University and Scientific Director of Meta’s AI ac‑
tivities, alongside Yoshua Bengio, Director of the Mila Institut, Canada, and the British Geoffrey Hinton.

 12 TESCREAL is a word coined by Dr. Emile P. Torres (2023) in an academic article co‑authored with 
Dr. Timnit Gebru. They evoke a series of ideologies that inhabit a current of thought in the creation 
of AGI (General Artificial Intelligence). It stands for Transhumanism, Extropianism, Singularitarianism, 
Cosmism, Rationalism, Effective Altruism, and Longtermism.

 13 https://aiiafestival.org/aiia/
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GUIDED CHOICES

The ethics of using algorithmic systems  
to shape philanthropic decision‑making

Rhodri Davies

1 Introduction

Discussion of the potential impact of artificial intelligence (AI) in the field of philanthropy has, to 
date, largely focused on three areas:

• The potential for harnessing machine learning (ML) and other tools to deliver new social and 
environmental interventions and how civil society organizations (CSOs) and philanthropic 
funders could play a role in realizing this potential;

• How AI might affect CSOs and philanthropic funders themselves through new opportunities to 
transform internal processes or through altering the nature of the broader financial and regula‑
tory systems within which they operate;

• The impact that AI may have on individuals and communities and what this might mean in 
terms of the need for new approaches or increased advocacy from funders and CSOs.

What has received far less attention is the question of how AI may affect the philanthropic choices 
made by individuals, about when, where, and how to give. This may reflect a broader lacuna in 
our knowledge since, as Susser notes, “for several years, scholars have (for good reason) been 
largely preoccupied with worries about the use of artificial intelligence and machine learning (AI/
ML) tools to make decisions about us,” but that “only recently has significant attention turned to 
a potentially more alarming problem: the use of AI/ML to influence our decision making” (Susser, 
2019). However, even if this is true across a broader set of domains, it is a particular problem for 
philanthropy, as individual choice plays a fundamental role in this context. Philanthropy’s inher‑
ently dual nature (Reich et al., 2016) means that we have to understand it at both a macro level – as 
a systemic mechanism for allocating and redistributing resources within society at a scale that 
positions it alongside both the state and the market – and a micro level, where it reflects the myriad 
choices of individuals to use their “voluntary action for the public good” (Payton & Moody 2008). 
Hence, the capacity of AI to affect how we make individual choices has profound implications for 
the future of philanthropy.

This chapter will look at these implications and how we might respond to them. It will consider 
the nature and role of choice in philanthropy, what we know about the capacity of AI to influence 
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and shape our individual choices, and what this suggests about the potential impact of AI on 
philanthropic choice and decision‑making. The implications will be considered across three key 
groups of actors that have the potential to employ AI to shape the decisions of potential donors, 
namely:

• General‑purpose search and recommendation services (i.e., search engines, conversational in‑
terfaces, text‑based generative AI tools);

• Giving platforms (i.e., dedicated donation/lending or crowdfunding platforms and commercial 
platforms that facilitate giving, such as payment providers or social media platforms);

• Individual cause‑based organizations (both formal and informal).

The chapter will highlight key ethical questions that emerge from considering the use of AI by 
each of these different actors and suggest changes in policy or practice that could help to address 
them.

2 Choice and philanthropy

Choice plays a fundamental role in philanthropy since our ability as individuals to decide whether 
and how to give away private assets for public benefit is one of the defining characteristics of 
philanthropy when set against other redistribution methods. However, there may be a danger that 
in making this assumption, we beg an important question about the nature of philanthropy since 
one of the fundamental philosophical questions about philanthropy throughout the ages has been 
whether it should be understood as a choice of duty. Is giving something you are entirely free to 
choose whether to do or not to do or are there moral or societal obligations of some kind that com‑
pel you to give (Martin, 1994; Schneewind, 1996)? To take one example of how this debate has 
evolved and the influence it has exerted, the predominant view among medieval Catholic scholars 
was that God determined the unequal distribution of wealth and resources within society and that 
part of his plan was for redistribution to take place through charity and almsgiving; so the “haves” 
had a duty to give to support the “have‑nots” (Roberts, 1996). The Enlightenment then saw a 
shift in thinking about the nature of property that caused views to diverge. For some, like Locke 
or Grotius, people had a “natural right” to ownership of property that they had amassed through 
their efforts, and it was up to them whether to choose to share it (Winfrey, 1981). For others, like 
Wollstonecraft and Kant, the unequal distribution of resources reflected the fact that society was 
unjust, and addressing this injustice demanded that those with wealth give back as a matter of duty 
rather than of choice. To the extent that this duty was a “perfect” one (i.e., a duty where it is clearly 
defined who the recipients are and what they are due), it was usually thought best discharged 
through taxation. However, many argued that philanthropy represents an additional “imperfect” 
duty, where the requirement to give is clear, but the exact nature of how the money must be given 
or to whom is not specified (Schneewind, 1996).

The extent to which philanthropic giving represents a choice or a duty remains a matter of de‑
bate even today. Those who prioritize individual liberty may feel that philanthropy must be seen 
entirely as a matter of choice (Nozick, 1974; Salmon, 2023). Others who place more emphasis on 
justice and the equitable distribution of resources will argue that we must acknowledge an element 
of duty when it comes to philanthropy, even if this impinges upon our individual freedom. For 
instance, the moral philosopher Peter Singer has argued that there is a moral duty on those with 
sufficient wealth to give some of it out to help people in extreme poverty (Singer, 1972, 2006). 
Cordelli (2016) goes further, arguing that “philanthropy should be understood foremost as a duty 
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of reparative justice” and that “affluent donors should, as a matter of moral duty, exercise no per‑
sonal discretion when deciding how to give and to whom. Indeed, they should regard their dona‑
tions as a way of returning to others what is rightfully theirs.” In this view, philanthropy becomes 
solely a matter of duty, and there is no room for choice.

A reasonable position between these two extremes is to allow that both duties and choices guide 
philanthropic giving. We pay taxes as part of an agreed social contract, but this does not necessar‑
ily fully discharge the duty we owe to others, so an element of duty may also apply to our giving. 
In part, this may be simply an imperfect duty to give in an unspecified way, but it may also be a 
more specific duty to give in a particular way or to particular causes (MacAskill, 2015; Singer, 
2015). (A duty that would obviously only have moral rather than legal force, of course.) Most peo‑
ple would stop short of claiming that all our philanthropy is driven by duty, however. They would 
allow the possibility of some giving that is supererogatory (i.e., above and beyond that which is 
demanded by duty). This portion of giving, at least, would be governed solely by choice in terms 
of our decision to give in the first place and in terms of what we choose to give to (Gewirth, 1987).

According to most current views, choice remains a vital ingredient of philanthropy. For this 
reason, it is unsurprising that a substantial body of research aims to shed light on the key factors 
affecting the choices we make when giving. Several literature reviews have attempted to survey 
this body of research and synthesize findings across it (Bekkers & Wiepking, 2011; Allen, 2018; 
Saeri et al., 2023), although they note that this presents challenges because the research is found 
across a wide range of disparate disciplines – including economics, political science, anthropol‑
ogy, neurology, psychology, and marketing – reflecting the inherently cross‑disciplinary nature of 
philanthropy as a field of study. Despite this variety, however, it is possible to identify common 
themes across research from different fields. Bekkers and Wiepking (2011), for instance, postulate 
eight mechanisms that drive giving based on their analysis of the available literature: (1) aware‑
ness of need; (2) solicitation; (3) costs and benefits; (4) altruism; (5) reputation; (6) psychological 
benefits; (7) values; (8) efficacy.

Within these broad categories, it is possible to identify a wide range of specific factors that may 
affect philanthropic decision‑making. Some relate to macro‑level considerations, such as religious 
and ethnic diversity among donors (Andreoni et al., 2016), social class and socioeconomic status 
(Piff et al., 2010), the impact of government funding (Andreoni & Payne, 2011), the presence of 
match funding (Karlan & List, 2007), the availability of “social information” on what other donors 
have given (Alpizar et al., 2008; Croson & Shang, 2008; Shang & Croson, 2009), or the effect 
of media coverage of disasters (Brown & Minty, 2008). Various studies have also attempted to 
identify relevant cultural factors by exploring children’s attitudes to giving and prosocial behavior, 
finding that children appear to have a natural inclination to act pro‑socially even from a very young 
age (Zahn‑Waxler et al., 1992; Warneken & Tomasello, 2006), that younger children are less prone 
to “free‑riding” behavior than adults (Harbaugh & Krause, 2000), and that as children get older, 
they are more likely to give to someone when they believe that the other person might reciprocate 
their generosity (Sebastián‑Enesco & Warneken, 2015).

Many micro‑level factors affect decisions made about giving at an individual level. Some of 
these are relatively unsurprising, such as whether the person soliciting donations is a member 
of their peer group (Meer, 2011), whether the person soliciting makes an audible request or not 
(Andreoni et al., 2017), the level of information the donor has about the cause being fundraised 
for (Eckel et al., 2007), whether that information concerns an identifiable individual or is in the 
form of statistical evidence (Jenni & Loewenstein, 1997; Slovic, 2007), and what kind of infor‑
mation the donor is given about the performance of the organization asking for funds (Butera & 
Horn, 2020). Other factors are perhaps less obvious, such as the influence of our body chemistry: 
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a number of studies have found, for instance, that the release of oxytocin results in a greater will‑
ingness to give (Zak et al., 2007; Barraza et al., 2011), while others have found that the brain’s 
dopamine reward center may respond similarly when we give to how it does when we receive 
other kinds of rewards (Moll et al., 2006). There are also more esoteric factors that studies have 
found may have a bearing on our willingness to give and the choices we make: for instance, being 
exposed to “awe‑inspiring” content (Rudd et al., 2012), having a prior conversation that primes 
you with the notion of a God or Supreme Being (Shariff & Norenzayan, 2007), thinking about 
death (Jonas et al., 2002), listening to “chill‑inducing music” (Fukui & Toyoshima, 2014), listen‑
ing to music with “prosocial lyrics” (Greitemeyer, 2009), or being in the presence of images of 
eyes (Ekström, 2012; Sparks & Barclay, 2013; Fathi et al., 2014).

As more and more of us give online − either through dedicated nonprofit platforms or, increas‑
ingly, through commercial social media or payment platforms that have added giving functionality to 
their offering – the nature of philanthropic choice and decision‑making is changing rapidly. For one 
thing, the range of options available to us is far more significant because we are no longer constrained 
by physical proximity: many platforms enable individuals to give to groups and causes worldwide 
without ever needing to contact potential recipients or fundraisers. We are also less constrained by a 
reliance on formal organizations, as a large volume of online giving goes to informal groups, grass‑
roots social movements, or individuals (Bernholz, 2021). But perhaps the most profound impact 
of the shift toward giving online is that the digital environment offers new opportunities to design 
“choice architectures,” that is, how choices are presented to us so they are tailored and responsive 
to our personal preferences and can be highly targeted to produce desired outcomes. Knowledge of 
the individual − and often unconscious − factors that shape our giving decisions will be an important 
competitive advantage when harnessing such approaches’ potential. Some have already questioned 
whether this raises ethical concerns and whether it is appropriate to exploit insights about our sub‑
conscious behavioral drives to “nudge” us toward specific actions in this way when it comes to phi‑
lanthropy and other prosocial behavior (Schulz et al., 2017; Ruehle et al., 2021). Such concerns are 
only likely to become more acute as the impact of AI is felt more widely, as we shall see.

3 Choice and AI

AI already significantly impacts how choices and decisions are made in a wide range of fields. As 
noted at the start of this chapter, there has been a particular emphasis on how algorithmic systems 
are used to make decisions about us, with a growing body of literature examining the opportunities 
this presents – in terms of bringing new capabilities and efficiencies across the public, private, and 
nonprofit sectors (Wirtz et al., 2019; Kanter & Fine, 2022) – as well as the challenges it brings, 
such as new risks of “machine bias” against marginalized groups (Wachter‑Boettcher, 2017; Eu‑
banks, 2018; Noble, 2018) and concerns about insufficient transparency and accountability (de 
Fine Licht & de Fine Licht, 2020; Loi & Spielkamp, 2021). In this chapter, however, our primary 
focus is not on how AI may be used to make decisions about us but how it might affect our deci‑
sions as individuals when it comes to philanthropic giving. To that end, we will consider three key 
areas:

• The use of algorithms to determine responses to requests for information and how this shapes 
our choices and decision‑making;

• The capacity of AI to enable personalization and “hyper‑nudging,” to drive particular actions 
and outcomes;

• The use of AI‑generated content to prompt emotional responses and thus drive behavior.
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3.1 AI and information provision

Our online world experience is heavily shaped by algorithms (Schmidt, 2021). While it is theoreti‑
cally possible to navigate the internet without using intermediaries, in reality, the vast majority of 
web traffic comes via search engines (BrightEdge, 2019). More recently, social media platforms 
and conversational interfaces (either text‑based, such as OpenAI’s ChatGPT, or voice‑based, such 
as Apple’s Siri or Amazon’s Alexa) have also evolved to fill a similar role in many users’ online 
experiences (Huang, 2022; Perez, 2022). In both cases, the information we are provided is deter‑
mined algorithmically in one of two main ways. The first is the reactive provision of information 
in response to a request, where a range of suitable answers may be algorithmically determined and 
then presented to the user either in the form of a ranked list (as in the case of a traditional search 
algorithm, such as that used by Google) or in the form of a single answer or small handful of an‑
swers (as tends to be the case with conversational interfaces). The second way algorithms may be 
used is for the proactive provision of information, where the user has not made an explicit request, 
but instead, suggestions or recommendations for content they may be interested in are provided 
to them based on data about their known interests, preferences, or online behavior. Recommender 
algorithms, which typify this latter approach, are at the heart of social media platforms such as 
TikTok, X, and Facebook, as well as content platforms like Spotify, Netflix, and YouTube, all of 
which seek to provide a steady stream of enticing content for us to click through to next to keep us 
on the platform for as long as possible (Schrage, 2020; Roy & Dutta, 2022).

When trying to understand how algorithms can shape our choices across both of these contexts, 
there are at least three things we need to consider: what information is provided (i.e., what the 
algorithm determines as the “correct” or “best” answer to a query, or how it decides what to recom‑
mend to us); how the information is provided (i.e., whether it comes in the form of a single answer 
or a list, and whether we can refine the information presented to us); and finally our perception of 
the information (i.e., whether we are aware that it represents the result of an algorithmic process).

The most basic question we must ask is: what is the nature of the algorithm that has produced 
the information we are presented with (with the immediate corollary questions: “Who designed 
it?” and “What are their motivations?”)? Unfortunately, here we encounter an issue that will prove 
to cut across almost all our considerations, namely lack of transparency. In the case of many of the 
algorithms that shape our online experience – such as Google’s ranking algorithm, TikTok’s video 
recommender algorithm, or YouTube’s content algorithm – the question of how they work largely 
remains a mystery. This is partly because these algorithms are closely guarded proprietary secrets. 
Still, it is also because many of them are by design “black boxes,” whose inner workings are de‑
liberately opaque and not always fully comprehensible even to those who created them (Pasquale, 
2015; von Eschenbach, 2021). Scholars and campaigners have increasingly called for this situation 
to be remedied by introducing greater openness to the use of algorithms. Initially, this was focused 
on the idea that we need to make algorithmic systems more transparent, but more recently, the fo‑
cus has shifted toward making algorithms “explainable,” since transparency by itself is no longer 
felt by many experts to be a useful goal, as for most users being able to see the inner workings of an 
algorithm doesn’t further their understanding of how it works (Mittelstadt et al., 2019; Rai, 2020).

How information is presented to us is also important. In particular, the emergence of conver‑
sational user interfaces (CUIs) as alternatives to traditional search engines to find information is 
potentially very significant (Liao et al., 2020). The design of CUIs may vary considerably, from 
basic chatbots that provide only limited responses through systems that can hold natural language 
conversations at a level that may be functionally indistinguishable from a human being; however, 
one feature that most of them have in common is that information is no longer presented in the 
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form of a complete ranked list that can be inspected visually, but in the form of an “answer” (or 
small set of answers) to a question we have posed (Zamani et al., 2023). In practical terms, this 
may make it harder to identify and compensate for any biases. There are already concerns that 
traditional search engines perpetuate biases of various kinds (Espín‑Noboa et al., 2022; Maillé 
et al., 2022), but the challenge may be more significant when it comes to information delivered 
through CUIs; both because of how we interpret the status of the information and because it is 
no longer possible to compensate for bias simply by looking further down the list of pages of 
results, as we might do with a traditional search engine. For these reasons, among others, some 
have questioned whether CUIs should be considered viable alternatives to conventional search 
engines (Gurdeniz & Hosanagar, 2023).

There are also deeper issues here. For one thing, we tend to see language as a marker of intel‑
ligence (Mahowald et al., 2023), so the more that automated systems can respond to our requests 
for information in credible natural language, the more likely we are to accept what they tell us 
and the less likely we are to assess that information critically. Another challenge is that the con‑
versational nature of interfaces may reduce the visibility of the underlying technology, that is, our 
awareness that a process of digital intermediation and algorithmic determination of information is 
taking place. As scholars have noted, the potential invisibility of technology is a significant factor 
when it comes to practical and ethical concerns about how AI may shape individual choices, both 
because we are rendered far more susceptible to manipulation through technology when we are 
not even aware that this technology is being used (Van den Eede, 2011; Susser, 2017), and because 
the threat to autonomy is significantly higher (André et al., 2018; Vaassen, 2022; Bartmann, 2023).

The increasing invisibility of algorithmic systems and our willingness to accept the information 
they present us with less critically has led some scholars to claim that the distinction highlighted 
earlier in this chapter – between reactive information provision and proactive recommendation – is 
no longer that meaningful. For instance, Zamani et al. “do not make a strong distinction between 
search and recommendation tasks” because they see them as “closely related tasks that are becom‑
ing more closely related as time passes” and argue that in many cases, the same task can often be 
characterized as either search or recommendation depending on the device or interface being used 
and the context in which the task is taking place (Zamani et al., 2023). This blurring of boundaries 
between searches for information that we undertake actively and recommendations that we receive 
passively clearly has implications for the degree of autonomy we retain as users (Bartmann, 2023). 
However, we also need to bear in mind that the increasing reliance on algorithmically determined 
recommendations is primarily driven by our demands as consumers for highly tailored and per‑
sonalized experiences (Arora, 2021). Should we, therefore, view this less as an unprovoked assault 
on our autonomy and more as a Faustian pact that we have entered into, in which we sacrifice 
autonomy for convenience?

3.2 Personalization, choice architecture, and hyper‑nudging

The information provided to us is an important determinant of our choices, but it is by no means 
the only one. A range of factors relating to how options are presented to us also significantly affect 
our decisions.

Thaler and Sunstein (2009) coined the term “choice architecture” to describe this range of fac‑
tors (and “choice architect” to refer to anyone who has control over them) (2009). Advertisers and 
marketers have long known that our subconscious motivations and drivers can be manipulated to 
sell us things (Samuel, 2010). Still, since the publication of Thaler and Sunstein’s work, there has 
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also been significant interest in how the design of choice architectures can be used in the public 
and nonprofit sectors to “nudge” people toward desirable prosocial actions (Behavioural Insights 
Team, 2013; Schulz et al., 2017; Capraro et al., 2019). (A “nudge” is defined by Thaler and Sun‑
stein as “any aspect of choice architecture that predictably alters people’s behavior without forbid‑
ding any options or significantly changing their economic incentives.”)

Many early experiments with choice architecture focused on using the design of physical 
spaces or interactions to influence people’s actions. However, it is in the digital world that choice 
architecture and nudging have really come into their own, as in this context, it becomes possible 
to tailor choice architectures to individuals in a way that is not feasible in the physical world 
(Thomas et al., 2013; Weinmann et al., 2016). AI has now added a significant further dimension, 
as the combination of big data and algorithmic processes makes it possible not only to person‑
alize nudges but to adapt them iteratively in real time in response to user behavior. The legal 
scholar Karen Yeung has coined the term “hyper‑nudge” for this phenomenon (Yeung, 2017) and 
argues that:

unlike the static Nudges popularized by Thaler and Sunstein (2009), such as placing the 
salad in front of the lasagne to encourage healthy eating, Big Data analytic nudges are 
extremely powerful and potent due to their networked, continuously updated, dynamic and 
pervasive nature (hence “hypernudge”).

There is an existing body of critical thought about the ethics of nudge approaches (Bovens, 2009; 
Hobbs, 2017; Ruehle et al., 2021), but hyper‑nudges bring new challenges of their own. Allowing 
autonomous systems to act as choice architects may, for instance, raise significant issues regarding 
transparency, responsibility, and accountability (Mills & Sætra, 2022). There are also questions 
about whether the iterative and adaptive nature of hyper‑nudges makes it harder for us to avoid 
them than traditional nudges, and whether they present a more significant threat to our autonomy 
(André et al., 2018; Mills, 2022).

3.3 Generative AI and emotive content

Generative AI is a term for a broad class of models or algorithms that produce new content – such 
as text, photos, illustrations, video, audio, or code – based on large sets of suitable training data. 
We are already seeing generative AI being used in efforts to shape our individual choices. This 
will likely become even more commonplace in the future since the ability to generate audio and 
visual content that seems genuine – while in fact, being carefully calibrated to convey specific 
messages or emotions – represents a hugely powerful new tool for inducing beliefs and influenc‑
ing actions (Sætra, 2023). We will undoubtedly see an increase in malicious attempts to spread 
misinformation and disinformation to induce false beliefs; there have been widespread concerns, 
for instance, about the rise of “deepfakes” – synthetic media that have been digitally manipulated 
to replace one person’s likeness convincingly with another – and their potential deployment in 
the context of elections and other political events (Chesney & Citron, 2018; Diakopoulos & 
Johnson, 2021; Pashentsev, 2023). Not all applications of generative AI will be deliberately mali‑
cious, of course, but some scholars argue that even the well‑intentioned use of technology such 
as deepfakes is potentially harmful because it undermines our notions of authenticity in the online 
environment and thereby exacerbates the problematic erosion of trust (Hancock & Bailenson, 
2021; de Ruiter, 2021).
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4 AI and philanthropic choices

To understand how general considerations about how AI could affect individual choices apply in 
the specific context of philanthropy, we will consider three key actors that play a role in philan‑
thropic choice‑making in the digital environment:

• General‑purpose search and recommendation services;
• Giving platforms;
• Individual cause‑based organizations.

We will consider each actor’s motivations for wanting to shape our philanthropic choices, what 
this means in terms of their likely adoption of AI tools, and the potential ethical raised.

4.1 General‑purpose search and recommendation services

Many websites, platforms, and interfaces providing information to users – either in the form of 
reactive responses to requests or proactive recommendations – are not explicitly designed with 
philanthropy or the nonprofit sector in mind. The paradigm example is traditional search engines, 
but this category also includes any social media, content platforms, or conversational user inter‑
faces that allow users to search for general information or to receive recommendations that could 
influence choices about giving. The primary motivation, in this case, is satisfying user demand for 
information – whether that is explicit (e.g., a search request) or implicit (e.g., a perceived openness 
to receiving a recommendation) – to ensure that users remain on a platform or return to a service 
in future. It is also possible that the company operating the search or recommendation service has 
its own corporate social purpose, which may be an additional factor in the motivation to provide 
information that can shape philanthropic choices.

In the case of providing information in response to a user request, it is unlikely the provider will 
exert any influence over the initial decision to give since this has most likely already been taken. 
However, there is substantial potential for influencing where and how the gift is made. A user may 
be seeking objective information – for instance, on which nonprofit organizations operate in a par‑
ticular geographical location – or that user may be looking for more subjective information – for 
instance, on the “most pressing need” or which nonprofit organizations are “most effective.” In 
both cases, it is important to interrogate the nature of the algorithms used to determine the informa‑
tion on offer and the goals and motivations of those designing and operating them. As highlighted 
earlier in this chapter, this is particularly important in those cases where responses to requests for 
information are presented in the form of a single answer or small selection of answers rather than 
a list, as in these cases, our ability to counteract the choice architecture imposed by the algorithm 
is much more limited.

In the case of proactive recommendations or unprompted information designed to act as a 
nudge, the user need not have taken any prior decision to make a philanthropic gift, so it would 
be possible to influence not only where and how they give but their choice to do so in the first 
place. In this situation, it would be important to examine what motivation the search provider or 
platform had for encouraging or nudging prosocial behavior in the form of giving. For instance, if 
it reflects a broader corporate social purpose, is that purpose explicit and known to the user? Is the 
aim merely to encourage giving in a generic sense, or is the information presented in such a way 
as to promote giving to specific types of causes or according to a specific philanthropic ideology?



Ethics of using algorithmic systems to shape decision-making

459

In previous cases where generic service providers have decided to offer some form of giving 
functionality, such as the ability to make donations when using ATMs or paying at a checkout, 
concerns have been expressed about the limitations of the options available to users and the role 
the service provider plays in determining them (Caulfield et al., 2022). In the case of ATM giving 
or checkout donations, it is a relatively straightforward matter for users to bypass the nudge. In 
the case of nudges applied online, however, as we have already seen, the reduced visibility of the 
technology may lead to users being less aware that a choice architect is attempting to shape their 
behavior – which might make the nudge more effective but also brings a greater risk of eroding 
users’ autonomy (Lv & Huang, 2022). In cases where hyper‑nudges are implemented, the iterative 
and adaptive nature of the algorithms raises a further challenge in terms of an increased “burden of 
avoidance” (Susser, 2019), since it also becomes far more difficult for users to bypass the nudge.

4.2 Giving platforms

Many platforms are specifically dedicated to providing information and offering transactional ser‑
vices that encourage and facilitate giving. Some of these are themselves nonprofits or charitable 
organizations, while others may have for‑profit organizational structures but with a stated social 
purpose. Some focus primarily on traditional philanthropic donations, but others offer opportuni‑
ties that go beyond this, such as the ability to make loans or to contribute to crowdfunding cam‑
paigns in support of organizations or individuals (Lilly Family School of Philanthropy, 2023).

The majority of giving platforms aim (either stated or implicit) to try to increase levels of 
generosity by making it easier and more appealing for people to give. Some, however, may em‑
phasize increasing the quality of giving rather than the quantity, and to that end, may focus on 
promoting a particular view of effectiveness or impact. Even where platforms profess to be “cause 
neutral” (i.e., not promoting any one cause above others), it is essential to recognize that the range 
of options they present to users does not represent the entire domain of potential gift recipients 
since all platforms have criteria that limit what users can give to. In some cases, these criteria are 
explicit – such as limitations on the geographic location of recipients or requirements that they 
must have specific legal or organizational structures – but increasingly, there are also concerns 
that platforms take additional decisions to remove particular organizations or cause areas that may 
meet legal requirements, but which have been deemed unsuitable for some reason. As more and 
more giving takes place online, the concern is that platforms play the de facto role of arbiters of 
the acceptable boundaries of civil society simply because of the criteria they impose about what 
their users can or cannot give to, but that this power comes with little in the way of transparency 
or accountability (Carlman, 2020; Wade, 2022).

In many cases, users will engage with a giving platform having already made the initial deci‑
sion to give, so any use of AI will be more about informing and shaping their choices about which 
causes to give to and what methods to use. The key questions then are about how algorithms are 
being applied and what their purpose or goal is. One vital dimension here is visibility: are users 
aware that an algorithm is being used to determine the information they are presented with? In 
some cases, the involvement of AI may be obvious: for instance, where a chatbot is clearly and 
openly being used to respond to search requests or to provide advice and recommendations. In 
other cases, however, the algorithmic processes may be hidden within the platform’s infrastruc‑
ture, so users may not be aware of their existence. This will have a significant bearing on the 
degree to which we have concerns about whether the individual autonomy of users is being un‑
dermined. It may also have practical implications, as there is some evidence that people are less 
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likely to donate when they feel as though their ability to choose has been limited, even when they 
are presented with options that appeal to them (Lv & Huang, 2022).

The visibility of any algorithms used to determine the information provided by a philanthropic 
giving platform is an important consideration, but even more important is the question of what 
those algorithms are designed to do. In the case of giving platforms that position themselves as 
neutral intermediaries, presumably, the goal is to maximize user satisfaction − in much the same 
way as the general‑purpose search interfaces considered above. What does it mean in practice 
to “maximize user satisfaction” when it comes to philanthropic giving? We might assume that it 
means presenting users with information on organizations and causes likely to appeal to them, 
thereby increasing the likelihood that they will make repeat donations to those same organizations 
and causes or to others in the future. However, there are reasons to be cautious about adopting this 
as an acceptable goal. For one thing, some would question whether maximizing donor satisfaction 
should be seen as the sole or primary aim of fundraising or philanthropy advice and would argue 
that the ability to challenge donors – by questioning their assumptions or pushing them outside of 
their comfort zone − is an important part of both professions (Beeston & Breeze, 2023). In recent 
years, there has also been growing debate in the fundraising field over whether “donor‑centric” 
or “community‑centric” models are preferable (MacQuillin, 2022). In the context of using AI to 
shape giving choices, the adoption of donor satisfaction as the primary objective may prove par‑
ticularly problematic due to the recognized tendency of ML systems to exhibit “algorithmic bias” 
where algorithms trained on data sets that contain existing statistical biases come to reflect and 
entrench those biases over time. To design an algorithm that could provide giving choices and rec‑
ommendations that were likely to satisfy donors, you would need to consider information such as 
individual user’s past donations and the giving behavior of others who share relevant demographic 
features. However, that data reflects the existing limitations of the philanthropic marketplace: 
such as the fact that large organizations receive the lion’s share of donations (National Council for 
Voluntary Organisations [NCVO], 2023), the fact that “unpopular” or “unfashionable” causes a 
struggle to raise funds (Body & Breeze, 2016), or the fact that the system as a whole demonstrates 
significant biases in terms of race and gender (Dorsey et al., 2020; Damm et al., 2023). The con‑
cern would be that an algorithm designed to satisfy donors and trained on this data would lead to 
many of these known challenges becoming exacerbated, with smaller organizations, unpopular 
causes, and organizations led by women or people of color becoming increasingly marginalized in 
favor of well‑known nonprofit brands and “safe” causes.

Suppose concerns such as these lead us to conclude that donor satisfaction should not be the 
sole criterion when designing philanthropy algorithms. In that case the obvious question is: what 
other goals should we specify? We might suggest that the aim should be to maximize effective‑
ness, by ensuring that resources are targeted toward areas of greatest need, or ensuring they are 
directed toward interventions with the highest level of impact (according to some preferred meas‑
ure). However, this raises both practical and theoretical challenges. In practical terms, we do not 
have the current data that would allow us to say where the need is most acute or where the impact 
is most significant, even if we wanted to. And in theoretical terms, it is not apparent that we could 
define either of these things meaningfully even if we did have all the required data. Identifying 
specific needs as “most acute” or specific interventions as having the “greatest impact” would 
require us to have measures of need and impact that can be applied objectively across cause areas, 
and many would argue that this is impractical and undesirable. Some approaches to giving, such 
as Effective Altruism (EA), try to address this challenge head‑on by promoting the idea of a utili‑
tarian, cause‑agnostic single measure of value that can be used as a benchmark across all philan‑
thropy (MacAskill, 2015). These are far from universally accepted, however, and EA in particular 
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has attracted heavy criticism from many for being unrealistically normative, for applying an overly 
simplistic framework to complex social problems, and for being an ideology that favors easily 
measurable interventions within the current status quo over harder‑to‑measure campaigning and 
advocacy that aims at fundamental reform of systems and structures that are the root cause of so‑
cietal challenges (Srinivasan, 2015; Gabriel, 2017; Crary, 2023). It would certainly be possible to 
use the principles of EA as the basis for a cause‑agnostic algorithm that could provide information 
and recommendations to people to maximize overall Expected Value in a utilitarian sense but to do 
so would reflect a clear bias toward one particular, and strongly ideological, view of philanthropy.

Since it is not possible to find a purely objective way to measure impact or need (or at least one 
on which there is majority consensus), any additional criteria we apply in designing the goal of 
a philanthropy algorithm must be subjective to some extent, so their legitimacy will derive from 
whatever authority we appeal to justify their adoption. In some cases, a platform may rely on its 
own authority if it has decided to take its own stance on what constitutes “good” giving and apply 
these to the designs of any algorithms it is using, but this will obviously leave it open to challenges. 
In other cases, a platform may choose to appeal to an external authority, such as the United Nations 
Sustainable Development Goals (UNSDGs). Clearly, this still does not provide a purely objective 
goal for giving, and the UNSDGs have their fair share of critics (Swain, 2018). Still, as a globally 
agreed framework for prioritizing needs and focusing actions, they also have a relatively high de‑
gree of legitimacy (and certainly more than a single giving platform would have by itself), so they 
may provide an appealing basis for setting the goals of a philanthropy algorithm.

Once a goal or set of criteria has been determined that can act as the basis for designing a phi‑
lanthropy algorithm, there may still be a further challenge to ensure that the algorithm remains 
aligned with the creator’s original intention. At one time, the only option available for those at‑
tempting to create AI systems would have been to map out all of the possible steps in a process 
and then program those directly into an algorithm (this model is sometimes colloquially known as 
“Good Old Fashioned AI” or GOFAI [Boden, 2014]). This presented a significant limiting factor 
because it requires that we understand the underlying nature of all the capabilities we are trying to 
emulate and capture these in symbolic form, but there are many functions, such as natural language 
conversation or image recognition, that are seen as important aspects of intelligence and which 
humans can usually perform easily, but which we are not able to explain fully. This is one of the 
main reasons that the emergence of machine learning approaches as an alternative to GOFAI has 
led to such enormous growth and evolution in AI: because designing algorithms that can “learn” 
by going through a process of repeated iteration and self‑modification to improve performance 
concerning a specified measure allows us to create systems that can approximate (or even surpass) 
human performance in certain tasks without us having to specify all of the steps involved in per‑
forming that task (Smith, 2019). In cases where machine learning algorithms match or exceed hu‑
man performance, one of the things that has been noted is that they often do so by solving problems 
in ways that never would have occurred to a human and perhaps aren’t even fully understandable 
to us. A growing body of literature has explored this phenomenon in various contexts; for instance, 
algorithms that are designed to play video games, where it has been found that they often end up 
achieving their set goal of scoring highly or winning by engaging in “specification gaming” (i.e., 
looking for loopholes or weaknesses in how the task has been specified or in the video game’s 
design) rather than by playing within the confines of the game in the way that a human would (Kra‑
kovna et al., 2020; Lehman et al., 2020). This makes it clear that our goals and values in design‑
ing ML algorithms are hugely important. If we may have little or no control over how algorithms 
evolve to achieve a particular result, it becomes absolutely vital that we can stipulate clearly what 
our desired goal is and what the acceptable parameters are when it comes to achieving it.
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The idea of Value Alignment has come to prominence through the work of philosopher Nick 
Bostrom, who argues that one of the key challenges of AI development is what he has christened 
the Value Alignment Problem (VAP), i.e., ensuring that highly autonomous AI systems are de‑
signed to ensure that their goals and behaviors remain aligned with human value throughout their 
operation (Bostrom, 2014). Bostrom’s work focuses on Artificial General Intelligence (AGI) and 
Superintelligence, i.e., AI systems that are capable of matching or surpassing human‑level intelli‑
gence concerning any task, which, at this point, remains hypothetical. To demonstrate the potential 
risks of value misalignment, he created a thought experiment known as The Paperclip Maximizer, 
in which a highly intelligent AGI is given the simple task of producing as many paperclips as 
possible (Bostrom, 2003). The danger, Bostrom argues, is that without additional specification of 
constraints, the AGI may choose to maximize its performance of this task in ways that radically 
diverge from our original intent: perhaps it will decide, for instance, to wipe out the human race 
because it believes that human beings pose a threat (because they may order it to cease paperclip 
production at some point in the future) or simply because we represent valuable stores of raw 
materials that the AGI believes would be better used for making more paperclips. The Value Align‑
ment Problem doesn’t just apply to Superintelligent systems or AGI, however. It is also relevant 
to domain‑specific AI systems of this kind we have today. And it is not limited to trivial examples 
of algorithms bending the rules win at computer games either: as AI systems are increasingly 
deployed by governments and companies in a wide range of contexts, they have the potential to 
affect many areas of our lives, so ensuring that they remain aligned with our values and intentions 
is crucial (Korinek & Balwit, 2022).

In the context of philanthropy algorithms being deployed by giving platforms, as in many other 
areas, the challenge will be to find ways of giving AI systems sufficient freedom and autonomy to 
bring benefits in the form of increased effectiveness and efficiency while minimizing the risk of 
negative unintended consequences. There is a growing body of literature focused on “AI safety” 
that proposes ways of achieving this balance by designing safeguards that enable suitable human 
oversight and corrective acts when the risk of unintended consequences do occur (Leslie, 2019; 
Houben et al., 2022), and it is important that those seeking to create philanthropy algorithms draw 
on this literature.

4.3 Cause‑based organizations

The final context in which AI may impact philanthropic giving choices is that of individual 
cause‑based organizations (e.g., charities, social enterprises, etc.). In these cases, the use of AI 
is unlikely to involve the design of philanthropy algorithms in the sense discussed above since 
the organization’s interest (presumably) is not providing information or recommendations that 
maximize user satisfaction or facilitate giving in a generic sense but in maximizing their support. 
Cause‑based organizations may, of course, still benefit from algorithms used by giving platforms 
or general‑purpose information providers prioritizing them in search results or including them in 
recommendations. In this situation, do these cause‑based organizations, as beneficiaries, bear any 
responsibility for concerns about algorithmic bias, loss of autonomy for users, or lack of transpar‑
ency? Since we assume they neither designed the algorithms nor controlled their operation, these 
cause‑based organizations are not directly responsible. However, if they are aware of the issues or 
have even engaged in practices that might exacerbate them (such as paying to be ranked higher in 
search results or participating in hyper‑nudging initiatives where they stand to receive donations), 
then it might be argued that they are complicit to some extent and therefore bear a share of any 
moral responsibility.
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Cause‑based organizations may also face direct ethical issues if they use generative AI tools 
to produce content as part of their fundraising. Charities and nonprofits have always used emo‑
tive imagery and storytelling to appeal to people via the heart and the head, which has sometimes 
drawn criticism. In the context of international aid and development, for instance, there is a 
long‑standing debate over whether depictions of aid recipients are patronizing and overly nega‑
tive and whether this reflects problematic attitudes of “white saviorism” (Pieterse, 1992; Bhati, 
2021). Similarly, disability rights campaigners have, at times, been vocally critical of the depic‑
tion of disabled people as objects of pity by nonprofit organizations (Longmore, 2015). These 
concerns will apply equally to content created using generative AI. In fact, they may even be 
exacerbated, as there are concerns that current AI image‑generation tools demonstrate worrying 
levels of racial and gender bias, so their use may lead to the further perpetuation of problematic 
stereotypes (Lamensch, 2023; Small, 2023; Thomas & Thomson, 2023; Turk, 2023).

The capabilities of generative AI will bring other challenges, too. The fact that it is now pos‑
sible to generate photo‑realistic images or deepfake videos that are indistinguishable from real 
photos or video has led to concerns being raised about the potential impact this might have on 
notions of trust and authenticity (de Ruiter, 2021). For cause‑based organizations, the risk of 
using generative AI content is that if done badly, it may have a significant negative impact on 
the perceptions of supporters and the wider public. In 2019, the UK charity Malaria No More 
UK successfully used deepfake technology to produce footage of the former footballer David 
Beckham reading out an appeal in nine different languages. It received broadly positive cover‑
age (Davies, 2019). In early 2023, however, Amnesty International was heavily criticized for 
using AI‑generated imagery to promote a report on police brutality in Colombia (Taylor, 2023). 
In the context of fundraising, there may also be reasons for caution when it comes to embracing 
generative AI: at least one study, for instance, has found that people are less likely to donate in 
response to a charitable giving advert if they become aware that AI‑generated imagery has been 
used (Arango et al., 2023).

There are also wider ethical questions as to whether generative AI is inherently parasitic since 
it requires vast data sets of images, photographs, or text on which algorithms can be trained, 
which are only possible through the past efforts of human writers, artists, and creatives. Critics 
have accused companies at the forefront of the generative AI revolution of engaging in deliberate, 
large‑scale copyright infringement to build their products, and this seems set to become a major is‑
sue for generative AI in the coming years, with several legal challenges already mounted and more 
likely to follow (Appel et al., 2023; Bearne, 2023). Again, this is not an issue for which charities or 
nonprofits bear direct responsibility, as they have no control over the development of commercial 
generative AI tools. They do, however, have a choice as to whether they use these tools or not. 
While broad concerns about copyright infringement and intellectual property rights are unlikely to 
be sufficient grounds by themselves for shunning generative AI, when added to the other ethical 
issues outlined already, it may be seen by some charities and nonprofits as sufficient grounds to 
question whether the use of generative AI is appropriate at all at this stage.

5 Conclusion

In this chapter, we have considered a range of ways in which AI could be used to shape individual 
choices and how these apply to different contexts in which decisions about philanthropic giving 
might be made. In doing so, we have identified several potential ethical concerns that funders and 
nonprofits need to be aware of as they contemplate using AI tools in this way. These ethical con‑
cerns and some of the key questions we need to ask as a result are summarized below:
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Legitimacy, accountability, and transparency

• Is it clear to users that an algorithm determines the information or recommendations offered 
to them?

• Who designed the algorithm?
• What goal did they have in mind in designing the algorithm?
• Is this goal clear to the user?
• Where does their legitimacy of the goal derive from?
• Can the user challenge the algorithm or hold the designer to account?

Undermining agency

• Does the use of AI to create personalized choice architectures or hyper‑nudges undermine the 
agency of individual donors?

• Is this an acceptable price to pay for encouraging prosocial behavior?

Bias

• Does using algorithms to provide information and recommendations that can shape philan‑
thropic choice introduce the risk of bias against certain kinds of organizations or causes?

• Does the use of Generative AI bring the risk of bias (e.g., for race, gender, etc.), which could 
exacerbate existing concerns about how recipients of philanthropic funding are portrayed?

Erosion of authenticity and trust

• Does the use of generative AI to produce content (e.g., photographic imagery, video, text) for 
use in fundraising and campaigning bring the risk of contributing to an erosion of the notions 
of authenticity and trust in the online environment?

Intellectual property rights and training data

• Are current AI tools dependent on data sets that take advantage of prior human effort without 
suitable compensation or respect for intellectual property rights? Are nonprofit organizations 
that use these tools ethically compromised as a result?

Having identified these ethical issues, the question is what actions can be taken to address them. 
There is no single answer, but we can identify a range of current and future actions that can be 
taken by the various actors involved. Commercial platforms need to recognize the power they have 
to shape individual giving choices. They should seek to work with the nonprofit sector to minimize 
any potential harms that come from applying algorithmic processes to the provision of information 
and recommendations. Dedicated giving platforms are more likely to have pre‑existing relation‑
ships with the nonprofit sector but should still recognize that their power as gatekeepers will in‑
crease as more and more giving takes places online and that they therefore have a responsibility to 
ensure that any applications of algorithms take into account the risks of undermining the agency of 
donors, or introducing biases that will adversely affect certain types of organizations or cause ar‑
eas. Nonprofits and civil society organizations also need to be aware of the potential risks inherent 
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in their own use of AI tools – and ensure they put in place measures to mitigate against them. This 
may seem daunting for organizations that are often resource‑starved, which is why philanthropic 
funders also have a vital role in providing them with the infrastructure and support they need to 
engage with issues of AI ethics. This could be done through relationships with individual grantees 
or by creating new pooled funds (such as the European Artificial Intelligence and Society Fund). 
Philanthropic funders can also play a valuable role in broader efforts to ensure the ethical and 
responsible use of AI, by engaging in research and advocacy that enables the perspectives and 
insights of civil society organizations they support to be brought into the debates.
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SHAPING THE ETHICAL AND 
INCLUSIVE AI REVOLUTION

Five roles for philanthropies

Ulla Jasper, Siddhartha Jha and Stefan Germann

1 Preface: roads not taken1

In a world where the COVID‑19 pandemic was considered the defining event of our era, an incon‑
spicuous laboratory in the heart of Silicon Valley had already embarked on a mission that would 
captivate the imagination of technology enthusiasts and the larger society alike.

In this tale, our protagonist is not the virus that swept across the globe, but rather a small yet 
audacious lab. Founded through the generous support of visionary donors, this lab gathered a 
remarkable team of minds from diverse fields including the best computer scientists, all sharing 
an unwavering belief: that Artificial General Intelligence could be the pinnacle of human achieve‑
ment (Altman, 2023). Their journey, however, was anything but smooth. Early challenges loomed 
large, threatening to derail their ambitious quest.

But then, a twist of fate brought philanthropic foundations and the scientific arms of several 
national governments into the picture. Philanthropic funders, united in their foresight to sup‑
port ideas that could serve humanity and potentially impact all Sustainable Development Goals, 
stepped forward to pool resources to ensure that the lab had access to the computing and hardware 
resources it needed in its early years. The decision‑makers within the government, themselves lu‑
minaries in the fields of science and technology, recognized the lab’s potential and played a pivotal 
role in identifying critical public infrastructures of the future.

What followed was a groundbreaking partnership that would redefine the course of AI devel‑
opment. Public funds were strategically allocated to protect the lab’s non‑profit, open mission 
while ensuring it had access to state‑of‑the‑art technology and resources. A delicate balance was 
achieved, in which the lab’s autonomy and innovation were not hampered by public sector bu‑
reaucracy. Simultaneously, the private sector stepped in to provide crucial support without seeking 
control. This partnership prioritized AI safety research and allowed the lab to operate without the 
pressure of immediate profit and return. United Nations organizations, in their role as custodians 
of the common global interest and peaceful development, quickly came together to ensure that the 
interests and the rights of smaller nation‑states were adequately represented in the ensuing debate 
and developments. In this unique ecosystem, untested and unsafe AI solutions were not prema‑
turely unleashed on the world, and an unstoppable AI arms race was not triggered.
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Yet, as compelling as this alternate narrative is, it stands in stark contrast to the reality we know. 
The lab’s path in our world has been marked by formidable challenges, including the withdrawal 
of a key benefactor. To survive, it had to transform itself into a capped for‑profit entity, raising 
questions about its original mission and setting in motion a series of developments that no one 
could put a stop to.

This story serves as an intriguing thought exercise to the complex web of possibilities and deci‑
sions that shape the development of AI. The reality of what is missing in our lives and societies is 
easier to grasp when compared to an idealized utopia. There are myriad ways in which such a uto‑
pian tale can fall apart, and many factors and actors must come together to make the perfect path 
possible. By having us compare our reality to its utopian narrative, the story serves the instructive 
purpose of leaving us with many “if only’s” before we dive deeper into the debates of an ethical 
AI revolution. Even though the reality that has unfolded stands in stark contrast to the fictitious 
tale of our preface, it allows us to take a moment to collectively pause and reflect, especially on 
the following points.

First, corporate interests often dominate the AI landscape due to their substantial financial re‑
sources and market‑driven incentives. Philanthropic entities may lack the necessary funds, coor‑
dination, conviction, or influence to compete with corporate giants in shaping AI development at 
the scale needed. So even when well‑intentioned efforts to shape AI development are seeded, like 
the protagonist lab in our story, the trajectory of development is seldom smooth due to the lack of 
funding and foresight to support what is needed during the lifecycle of developing powerful and 
safe AI products and services.

Second, governmental bodies can be slowed down by bureaucratic processes, which can hin‑
der the seamless cooperation depicted in the counterfactual of the preface. The ideal of a unified 
global effort toward ethical AI development is hampered by real‑world geopolitical rivalries and 
nationalistic approaches to technological advancement. The absence of a global governing body or 
universally accepted regulatory frameworks for AI exacerbates the situation, making the depicted 
level of global cooperation difficult to achieve.

Third, the counterfactual scenario emphasizes AI safety, whereas the real‑world rush to AI 
superiority often overlooks safety and ethical concerns. The competitive nature of the AI field and 
the potential economic and strategic advantages associated with AI advancements can lead to the 
neglect of safety considerations.

Finally, the reality of financial sustainability pressures forces many AI research entities to tran‑
sition from non‑profit to for‑profit models, diverging from the counterfactual scenario of sustained 
public and private support to ensure safety. This transition may shift the focus from ethical and 
open missions to profitability, thereby altering the original mission of such entities.

In the following sections, we invite the reader, with a particular focus on the philanthropic fund‑
ing sector, to engage in a thoughtful consideration of alternative paths for AI development, poten‑
tial future directions, and the significant impact that public‑private and cross‑sector collaboration, 
coupled with a steadfast dedication to safe innovation, can have in shaping a future in which AI is 
harnessed to address humanity’s most pressing challenges.

While we attempt to locate the specific arguments that we make in this chapter, as well as 
our broader reflections about the role of philanthropies, their history and potential future, within 
larger scholarly debates, our intended contribution is informed as much by our own experience in 
a grant‑making foundation. Moreover, the chapter does not primarily seek to add to current aca‑
demic debates, but rather to initiate a conversation with other practitioners. In this sense, the case 
study that we present is less concerned with formal accuracy in the strict sense of counterfactual 
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methodology, but rather aims to provoke practitioners to rethink engrained ways of working and 
thereby perhaps discover new opportunities for impactful philanthropic work in light of today’s 
AI revolution.

2 Introduction

In recent years, the large‑scale progress and the massive transformations brought about by AI have 
gained immense scholarly and media attention worldwide. How will AI play out in different policy 
fields? How will it affect economics and work? And how will it change the face of our societies?

It is now widely accepted that digital technologies and AI, if made available globally and to 
all, can be powerful tools to address some of humanity’s greatest challenges. While most of these 
technological developments have so far been confined to the Global North, these technologies 
are indispensable for improving access to economic opportunities, quality healthcare, and edu‑
cation, especially in resource‑poor settings. AI will soon have a profound impact on the social, 
economic, and political fabric of contemporary societies – on how we work and produce, de‑
sign and compose, learn and teach, plan and manage. However, the AI revolution raises difficult 
ethical, economic, political, and legal questions about how to guarantee core rights and values 
such as fairness, non‑discrimination and non‑stigmatization, benefit‑sharing, participation, pri‑
vacy protection, safety, informational self‑determination, and autonomy. Can societies adapt and 
keep pace with the speed of artificial intelligence? What legal and political boundary conditions 
are necessary for a just and inclusive socio‑technological order? The implications appear to be 
diverse, context‑dependent, and to some extent unpredictable, leaving societies with a high degree 
of uncertainty and fear about future technological developments (Johnson, 2023).

It will be crucial to shape these developments carefully and responsibly through inclusive, 
human‑centered, participatory processes. In this chapter, we aim to outline the relevant and some‑
what unique role that philanthropies could play in promoting ethical and inclusive AI. We are 
convinced that philanthropies have an important contribution to make – by funding and sponsoring 
research and by catalyzing innovation through public goods; by facilitating a broad and trans‑
parent public dialogue on how to design a fair and equitable digital ecosystem of the future; by 
enabling societal and individual learning processes in the 21st century; or by mediating between 
the divergent, centrifugal (geo)political and economic interests and divergent worldviews that are 
likely to emerge in light of the ongoing technological revolution.

After providing a brief background on recent technological developments and the ethical chal‑
lenges facing societies today, we want to take a closer look at the intersection of science, technol‑
ogy, and philanthropy. Using the counterfactual as a backdrop, we ask how philanthropy could 
have helped shape a world that is not characterized by an AI “arms race” but, on the contrary, 
enjoys the benefits of technological progress responsibly. We use the bold and highly imaginary 
“what if” narrative as a hook to explore how philanthropies could have facilitated such a develop‑
ment, had they been more engaged in and visionary about the benefits and requirements of respon‑
sible large‑scale technological developments.

Mindful of critical arguments about the philanthropic sector’s accountability and legitimacy 
deficit and the urgent need for increased transparency (see, for example, Eckl, 2014; Jung & Har‑
row, 2016; Youde, 2018), we suggest there are at least five possible roles for philanthropies in 
relation to the technological field: first and foremost, as convenors and facilitators of cross‑sectoral 
dialogues and public deliberations on science and technology; second, in fostering regulatory dia‑
logues between the private and public sectors and civil society; third, as sponsors of 21st‑century 
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AI literacy skills; fourth, as funders of responsible, equitable research, at both the institutional and 
individual levels; and finally, as promotors of and investors in technological public goods.

In making our argument, we draw on several strands of literature: These include historical 
accounts of science philanthropy, to show that throughout the 20th century, several instances of 
deep and decisive philanthropic engagement with science have arguably had a strong impact on 
how scientific developments were pursued and applied. We also draw on Science and Technology 
Studies (STS) and literature from science communication to illustrate the democratic benefits of 
broad‑based scientific deliberation for societies living under the conditions of large‑scale com‑
plexity and uncertainty. Finally, we refer to literature that describes the role of digital public goods 
as a means of achieving access and equity.

3 The technological revolution and its ethical challenges

In recent years, AI, a subfield of computer science, has experienced dramatic growth and transfor‑
mation, revolutionizing various industries and shaping the way we live and work. The field of AI 
has made remarkable progress, driven by breakthroughs in machine learning, deep learning, and 
natural language processing. One standout development is the emergence of large‑scale neural 
networks, particularly transformer and diffusion‑based models. These models have revolutionized 
language understanding and generation, enabling highly sophisticated AI applications, including 
chatbots, language translation, and content generation. Additionally, reinforcement learning tech‑
niques have enabled AI agents to excel in complex tasks, from mastering strategic board games 
like chess and Go to managing autonomous vehicles. AI’s impact spans across a wide array of 
sectors, including healthcare, finance, transportation, and education. In healthcare, AI‑driven diag‑
nostic tools are improving early detection of disease and personalizing treatment plans. Financial 
institutions are using AI algorithms for fraud detection and algorithmic trading to optimize their 
operations. The advent of autonomous vehicles and smart traffic management systems is revolu‑
tionizing transportation. In education, AI‑powered platforms offer the promise of personalized 
learning experiences and assist educators refine their teaching strategies (see Leeway Hertz for an 
overview).

As AI becomes more deeply integrated into society, ethical and human rights concerns have 
become increasingly pressing. Issues such as bias in AI algorithms, data privacy, and the potential 
displacement of jobs have sparked extensive discussions about responsible AI development. In 
the following sections, we look at some of the key ethical and legal issues that accompany the AI 
revolution. These are issues that are not entirely independent of each other but need to be thema‑
tized separately because of their individual importance and the different approaches needed to best 
address them.

3.1 Bias

There has been a lot of talk about bias in the results of using AI algorithms trained on data that 
is not representative. The underrepresentation of women, children and young people, and minor‑
ity and marginalized groups in the data used to train predictive AI algorithms can lead to biased 
outcomes if such algorithms are deployed without awareness. Bias in training data and biased 
algorithms are essentially a reflection of poverty in the worldviews that influence the teams that 
develop these algorithms and collect the data. If these teams are not diverse enough, the lack 
of pluralism and variety would percolate downstream into the products and services developed. 
While biased data and biased algorithms are often discussed in AI‑related ethical debates, this link 
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between non‑representative development teams and biased algorithms is not often talked about. AI 
and computer science curricula at universities need to accord as much importance to these issues 
as to the accuracy and effectiveness of AI algorithms (Crowell, 2023).

3.2 Unjust actions

When AI algorithms are embedded in decision loops that affect people, there are a number of 
minimum compliance standards to be concerned about, for example, whether the decisions can be 
explained to humans, or whether the results suffer from problems caused by biases in the training 
data. Even in cases where there is no bias and the decisions can be explained, it needs to be scru‑
tinized whether the decisions are aligned with acceptable and ethical social values and conform to 
human rights frameworks. Well‑known examples of such unjust actions are manipulative content, 
exploitation, infringement of privacy, and informational self‑determination through the illegal use 
of personal data (Jobin et al., 2019).

3.3 Misinformation

One of the downsides of the development of AI is that the generation of information and content 
has become relatively cheap. It is easy for almost anyone with access to the internet and inexpen‑
sive tools to generate digital content such as text, audio, or images. With recent advances in gen‑
erative AI leading to realistic video generation and the use of AI‑based bots, it has become much 
easier to produce misinformation or socially unacceptable or even fake and illegal content. This, 
combined with a digitally connected population that is plugged in 24/7, creates the potential for 
large segments of the population to become polarized or misguided on critical social and political 
issues. Young people are particularly vulnerable, as digital media plays an outsized role in shap‑
ing their worldviews. Large‑scale misinformation can lead to the erosion of trust in digital spaces 
and – as has become visible in recent years – have severe negative effects on democratic politics 
(Bontridder & Poullet, 2021; Ryan‑Mosley, 2023).

3.4 Value alignment

One of the main ethical issues in AI safety is the alignment of the goals and objectives of autono‑
mous AI agents with the goals and ethical values of human users and developers. AI systems that 
are aligned would not lead to unintended consequences in the pursuit of their stated goals. The 
specification of values and objectives is also a critical aspect of these systems, as they reflect the 
norms and value systems of the developers and preferred users. This ethical issue is becoming 
increasingly important as we race toward the development of general‑purpose AI systems that are 
good at multiple tasks and have increasingly powerful capabilities (Hou & Green, 2022).

Some of the above issues have been debated and researched by experts for quite some time. 
However, what exacerbates their impact is the scale and reach enabled by modern AI‑enabled 
digital platforms and generative AI‑based tools. This means that if we do not solve the problem 
associated with a small bias or an unjust action resulting from the use of AI, and deploy solutions 
prematurely, we will see them impact millions of lives in a short period of time. The fundamental 
problem with the use of these powerful technologies is that our wisdom as a society to handle 
and use them is evolving at a much slower pace than their ability to influence and shape our lives. 
This is also reflected in the often slow and grinding processes in which our educational institu‑
tions and legal frameworks are changed and adjusted to new circumstances. Instead of ensuring 
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that societies are empowered and enabled to engage with these technologies in an informed and 
timely manner, political systems often react only once the problems become too visible and it is 
impossible to turn back the clock. To complicate matters further, some of these ethical issues are 
probably not clear to the developers and tech founders themselves in the beginning. For example, 
popular social media platforms such as Twitter (now X) or Facebook were presumably developed 
with the intention of merely connecting people harmlessly based on the relatively mundane and 
immediate needs of the inventors and the social ecosystems they were a part of. It is unlikely that 
the creators of digital social media platforms foresaw the emergence of the attention economy and 
the associated risks of addiction when these technologies were in their infancy.

In a similar vein, while some of the inbuilt biases, rights violations, or ethical concerns are 
immediately obvious, some of the larger societal issues associated with these powerful platforms 
only become apparent at a later stage, by which time it is too late (or too costly from a company’s 
point of view) to redesign these technologies. Macro‑effects, such as the magnitude of rights vio‑
lations that occur when certain technologies are used irresponsibly at scale, only become visible 
when the true impact and perhaps unintended consequences unfold over a period of time, as the 
user base of the technology grows to hundreds of millions. This situation, combined with inad‑
equately informed regulatory bodies and deficiencies in legal frameworks or protective measures, 
as well as the tech industry’s profit‑driven incentives, creates an environment conducive to detri‑
mental and unintended consequences resulting from the use of such technologies.

4 Five roles for foundations

Recognizing both the transformative potential of AI and the ethical and legal challenges it poses, 
some in the philanthropic sector have begun to engage with the AI community. Philanthropic or‑
ganizations are providing funding for research projects focused on ethical AI, AI for social good, 
and AI accessibility. Similarly, philanthropic efforts in the data domain include initiatives designed 
to democratize data access, protect data privacy, and support data‑sharing platforms. These initia‑
tives empower AI researchers to effectively train models and develop innovative solutions while 
adhering to ethical data practices. We are also seeing programs that aim to equip individuals with 
the skills they need to thrive in an AI‑driven world. However, much of the philanthropic engage‑
ment with AI that we see today seems to be rather fragmented and unsystematic. As Della Gio‑
vampaola and Ugazio (2022) have argued elsewhere, philanthropic organizations (POs) can and 
should play an important role in addressing the ethical, legal, and political questions around AI: 
by bringing together the knowledge and expertise of both the private and public sectors, they are 
uniquely positioned to lead such pressing societal debates. “This potential, however, has remained 
largely untapped, and POs have been loudly absent from the global and national debates on AI.”

In light of the ongoing AI revolution, here are five possible roles we envision for the philan‑
thropic sector.

4.1 Convening cross‑sectoral and cross‑cultural  
dialogues and public deliberation

The magnitude of change brought about by the AI revolution requires a holistic and inclusive so‑
cietal debate, even though the fast pace of the AI revolution, the technological complexity, a lack 
of public technical expertise, and a lack of transparency pose particular challenges. Such a debate 
should involve stakeholders from various backgrounds, including policymakers, technologists, 
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ethicists, and, most importantly, the general public. By fostering an open and informed discourse, 
society can shape the future of AI in a way that is consistent with its values and addresses the chal‑
lenges that will arise.

We believe that, as the AI revolution unfolds, foundations and philanthropies have an important 
role to play as convenors of a broad‑based, inclusive, and transparent public dialogue about how 
to balance different values and needs to serve the public good – including a discussion of what 
constitutes the public good in the first place. Located at the intersection of government, the private 
sector, and civil society, they should enable a more democratic, inclusive form of participation in 
imagining possible technological futures that can offer new interpretations and provide scenarios 
of what societal problems might arise and how they might be solved. In this vision of public 
discourse on the future of AI (and similar to what has been suggested for other technological and 
policy domains), “researchers, along with stakeholders, act as the ‘cartographers’ of different, vi‑
able policy pathways and their practical consequences by acting as the ‘mapmakers’ of the politi‑
cal solution space.” Such a map would then function as “a guidebook with alternative options for 
policymakers (i.e., the ‘navigators’) and the public” and could offer orientation in an “otherwise 
uncharted territory” of future technological developments (Edenhofer & Kowarsch, 2015: 63).

Importantly, such a broad‑based discourse must also meet the fundamental requirement of in‑
cluding and giving a voice to all affected groups and facilitating the emergence of an all‑inclusive 
public sphere: dedicated efforts are needed to overcome structural inequalities and deeply en‑
grained hierarchies that demarcate public spheres, in order to pave the way for more inclusive, 
issue‑based discursive representations (Fraser, 1990). This includes convenings in diverse geogra‑
phies (such as Asia, Latin America, and Africa) to ensure cross‑cultural dialogues and public delib‑
erations and to overcome the current dominance of mainly North American and European views.

4.2 Nurturing regulatory dialogues between the private  
and public sectors and civil society

In March 2023, a group of experts and tech leaders warned of an “out‑of‑control race” to build 
ever more powerful AI systems and called for a moratorium of at least six months on the training 
of AI systems more powerful than GPT‑4. This was perhaps for the first time that large segments of 
the general public took note of the “doomsday” potential of unrestricted further developments of  
ever more powerful generative AI (Future of Life, 2023; Yudkowsky, 2023). Since then, it has 
also been recognized that we face a collective action problem, as individual tech companies have 
incentives to uncompromisingly pursue their own interests in developing and deploying advanced 
AI technologies at the expense of their competitors, thereby prioritizing quick wins over safety, 
ethics, and responsible use of AI.

 Many aspects and applications of AI will require collective action. In particular, […] collec‑
tive action will be needed to reach agreement on AI rules and standards, to develop AI that 
is broadly socially beneficial rather than merely being profitable for particular developers, 
and to avoid competition or conflict that could lead to AI being developed or used in a less 
safe and beneficial way. AI is a potentially transformative technology that could shape the 
way people live, work, and communicate. This raises the question of how AI can contribute 
to or hinder good outcomes for society – or, phrased differently, how AI can contribute to or 
hinder the building of a good society.

 (De Neufville and Baum, 2021: 1–2)
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While this is clearly too big a challenge for philanthropies to solve, we believe they nevertheless 
have an important role to play in initiating and facilitating dialogue between the private sector, the 
public sector, and civil society in order to mitigate collective action problems, encourage think‑
ing about the guardrails of technological development, and build trust. Examples of philanthropic 
engagement during the Cold War and in later decades can serve as useful signposts. For example, 
in a very careful and nuanced analysis, John Kriege describes how the Ford Foundation used 
its grant‑making activities and especially its support for the European Organization for Nuclear 
Research (CERN) and the Danish Institute for Theoretical Physics to promote science diplomacy 
between the United States and Europe, and later also between the two superpowers during the 
Cold War (Krige, 1999).

Another example of philanthropy’s impact on a complex global policy issue is the Treaty on the 
Prohibition of Nuclear Weapons (TPNW), which was successfully negotiated in the UN General 
Assembly and opened for signature in 2017. Here, foundations such as the Ploughshare Fund or 
the Gould Family Foundation played a decisive role in creating a global movement, led by the 
International Campaign to Abolish Nuclear Weapons (ICAN), which was later awarded the Nobel 
Peace Prize. Similarly, philanthropies – namely Carnegie and MacArthur – were instrumental in 
catalyzing the successful ratification and implementation of the so‑called Nunn‑Lugar Coopera‑
tive Threat Reduction program, which aimed at curbing the threat posed by uncontrolled Soviet 
weapons of mass destruction by dismantling weapons and related infrastructure in the former 
Soviet Union (Rubinson, 2021).

These examples show that philanthropic work, either by individual foundations or working in 
collaboration, can nourish transnational, cross‑sectoral movements and dialogues and contribute 
to field‑specific forms of governance even in highly confrontational, contested issue areas. Very 
insightful studies from the field of environmental governance also provide some indication as to 
which role foundations could play in AI governance (see, for example, Betsill et al., 2022).

4.3 Sponsoring 21st‑century AI literacy education

While the pace of technological change in the development of AI is extremely rapid, society as a 
whole is ill‑prepared to deal with it in an informed way. One of the most important contributors 
to societal awareness is our education system, namely our schools and universities, which are 
charged with the responsibility of equipping children and young people with the knowledge and 
skills that will enable them to live fulfilling, engaged, and economically sustainable lives. How‑
ever, education systems are slow to change and respond to socio‑technological changes than would 
be desirable. Even though individuals, teachers, and students are rapidly exposed to technological 
advances in AI, systemic initiatives to introduce AI literacy – not only the skills needed to develop 
and use AI‑based tools but also to navigate a digital world deeply influenced by algorithms and 
AI‑enabled agents, with the moral dilemmas that this entails – are often beyond the capacity limits 
of education departments in many governments.

Indeed, this becomes one of the most important areas for philanthropic intervention: support‑
ing education departments, teachers, and school systems with training, reformed curricula, and 
materials that enable them to equip their millions of students to confidently and effectively engage 
with an AI‑enabled world. This would include training in new AI‑enabled pedagogy, dealing with 
misinformation, digital “hygiene” and privacy, and effective use of AI tools to learn the life skills 
that are needed to succeed in the 21st century. A focus of philanthropy on low‑resource public 
education systems will be all the more important to reach the largest number of educators and 
young people.
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4.4 Funding responsible, equitable research

One of the traditional activities in which foundations and philanthropies have clearly left the most 
significant and visible impact is the funding of research (Michelson, 2020). While exact num‑
bers are difficult to come by, a recent editorial in Nature gives an indication of the magnitude of 
spending:

Current philanthropy supports basic research in the United States with about $5 billion an‑
nually. When legacy philanthropic endowments spent by research institutions are taken into 
account, that number is about $25 billion per year. These estimates, based on US National 
Science Foundation (NSF) data, indicate that philanthropy accounts for 42% of support for 
basic science at US research institutions.

(Cordova, 2022)

Such levels of funding by philanthropic actors have attracted criticism for at least two reasons. 
First, it is argued that by providing much‑needed funding, private actors release public institu‑
tions from one of their core obligations, namely to provide sufficient resources to educational and 
research institutions. Second, critics argue that foundations and philanthropies are becoming key 
agenda setters in science and research, despite their alleged lack of democratic accountability and 
legitimacy (Eckl, 2014; Nisbet, 2019). Moreover, it is maintained that in the past, such funding 
has often been narrowly targeted to well‑established research institutions or projects that promised 
visible “wins” and technological solutions.

And yet, we believe that foundations could play an important role in funding research that leads 
to the ethical and inclusive AI (EIAI) revolution, or as Bednarek and Tseng (2022: 53) put it: “Phil‑
anthropic organizations have a special role to play in setting bold new expectations for a research 
enterprise that works in direct dialogue with the rest of society.” The result would be a focus on 
research that actively involves collaboration between researchers and the community or stakehold‑
ers affected by the research. It would go beyond traditional academic disciplines, combine diverse 
methodologies, and seek to address real‑world problems or issues in partnership with those who 
might benefit from or be affected by the research. Rather than privileging research that pushes the 
boundaries of what is technologically feasible, it would give equal weight to research on the ethi‑
cal, legal, and social implications of new technologies and ways to govern them.

4.5 Promoting and investing in AI public goods

It is now widely believed that digital technologies and AI are necessary to achieve economic and 
development gains, particularly in low‑ and middle‑income countries (Vinuesa et al., 2020). At the 
same time, it is argued that the control of essential digital infrastructure and AI tools by a handful 
of technology companies is detrimental to large‑scale public welfare and development. AI public 
goods and digital public goods may offer a solution. Inspiring community‑driven efforts in this 
direction have been made, for example, by Hugging Face (n.d.), and such collaborative initiatives 
need to be more widely supported by philanthropic organizations.

The UN Secretary General’s Roadmap for Digital Cooperation defines AI and digital public 
goods as “open‑source software, open data, open artificial intelligence models, open standards, 
and open content that adhere to privacy and other applicable international and domestic laws, 
standards and best practices, and do no harm” (UN Secretary General, 2020: 35). As “adaptable” 
and “re‑usable” technological building blocks that can be “re‑programmed” and “re‑combined” in 



Ulla Jasper et al.

480

myriad ways, DPGs become indispensable for building public digital infrastructure in critical so‑
cio‑economic sectors. They not only serve as the common rails of innovation that drive economic 
growth but also pave the way for the transition to digitalized governance, without causing poten‑
tially prohibitive costs and vendor lock‑in.2 Because they are open source, often free of charge, 
independent of tech companies, and potentially interoperable with other platforms, such public 
goods encourage sharing and collaboration. This leads to lower implementation costs and also fa‑
cilitates relatively easy and low‑cost customization to local needs. Investments in AI public goods 
and digital public goods could thus serve to address inequities in areas where market failures exist. 
Open systems based on open‑source software and other DPG‑building blocks can help shift power 
away from large corporations and enable more decentralized solutions. Notably, though, “this will 
require investments in civic capacity and appropriate social institutions. Ultimately, these invest‑
ments must be ethically moored, for what constitutes a public good is ultimately a question of 
values and ethics, not technical standards” (UNDP, 2022).

Foundations and philanthropic donors could catalyze and support inclusive AI and digital public 
goods in areas that directly contribute to the well‑being of economically marginalized or disenfran‑
chised groups, such as in education or health. These actors would need to realize that the well‑being, 
health, or education of children and young people are addressed in systems that can be strength‑
ened by such digital public goods, especially in low‑resource settings. For example, from our own 
portfolio in Tanzania and Zanzibar, two projects, Jamii ni Afya (Craig, 2020) and Afya‑Tek (Craig, 
2019), are based on open‑source digital goods like Community Health Toolkit and Open SRP, as are 
many other frontline health projects aimed at improving the health and well‑being of children and 
their families in low‑ and middle‑income countries. Similarly, data‑related public goods projects 
have already proven to enable many well‑being programs aimed at supporting young people and 
children. Examples such as OpenStreetMap and the GDELT Project are important cases in point, 
used by numerous philanthropically funded projects and acting as catalysts.

5 The way forward

For the philanthropic sector to assume any of these roles, it will require some honest steps of 
soul‑searching and critical self‑reflection, as well as improvements in foundations’ grant‑making 
processes.

5.1 Closing the accountability gap

In recent years, the foundation sector has grown almost continuously not only in Europe but also, 
as OECD data shows, in other countries such as the United States, China, and India (OECD, 
2021). Private foundations with assets in the billions of US dollars and a global reach are no longer 
uncommon today. As a consequence, the work and initiatives especially of large US foundations 
such as the Bill and Melinda Gates Foundation (BMGF), the Rockefeller Foundation, or the Chan 
Zuckerberg Initiative have received much public attention in recent years, and there is now a 
growing body of academic and non‑academic literature that examines and theorizes the role of 
philanthropic actors. A first important step for the sector is to listen to these voices and reflect on 
how to improve philanthropic practice in order to make it more accountable.  

Broadly speaking, three streams of criticism can be distinguished. One focuses on the issue of 
tax exemption and the public good orientation of foundations: here, it is argued that since founda‑
tions are tax‑exempt, they must be oriented toward the common good. At the same time, however, 
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they can determine very autonomously what they define as the common good because account‑
ability requirements are limited. This allows foundations not only to avoid concrete external as‑
sessment and evaluation of their work but also to pursue particular political, economic, or social 
goals that do not necessarily contribute to a broadly defined common good.

Another, but related, line of criticism is aimed at the concrete measurability of philanthropic 
work and the criteria that should be applied: the argument here is that foundations (again in the 
context of their tax‑exempt status) should be obliged to better ensure the public good impact of 
their activities, by measuring, evaluating, and reporting on it more transparently. In response to 
this criticism, a new trend has emerged in the foundation sector in recent years, which is referred 
to as “strategic philanthropy,” “venture philanthropy,” or “effective philanthropy”: Progressive, 
modern foundations are committed to a clearer focus on impact, more transparency, and better 
measurability of results.

Finally, there is a criticism of the lack of democratic legitimacy (MacKenzie, 2021). Arguably, 
this remains the Achilles heel of foundations’ work. Even under the conditions of effective or bet‑
ter measurable philanthropy, the question remains as to who determines the goals of the common 
good and the resulting use of foundation funds. How does a foundation spend its money? What 
projects are funded? And who makes these decisions and according to what criteria? Given the 
size of some of today’s best‑known foundations with an annual spending that, in some cases, can 
run into the billions of US dollars, the American social scientist Rob Reich (2016) warns against 
underestimating this issue and the influence and role of foundations within democratic systems. 
Any proposals for a potential role for philanthropies in contributing to an ethical and inclusive AI 
revolution must take these critical considerations into account.

On the other hand, advances in AI, especially swarm AI, also offer opportunities to address 
this accountability gap. For example, AI‑supported and digitally enabled collective deliberation 
at scale can provide some guidance on how to enable effective participation of philanthropic 
funders’ intended beneficiaries at various stages of their funding processes, from decision‑making 
to evaluation of philanthropic grants (Helbing et al., 2023; Rosenberg et al., 2023). Participatory 
grant‑making efforts piloted by some philanthropic funders aiming to address aspects of this ac‑
countability gap can potentially be supported by these advances in AI‑enabled participatory pro‑
cesses (Gibson, 2018).

5.2 Better alignment with other donors

Second, as we hoped to demonstrate with the illustrative, imaginary tale at the beginning of this 
chapter, alignment and collaboration are key given the massive challenges, but also opportunities, 
that AI presents. And indeed, we find that the philanthropic sector has become much better in find‑
ing alignment and joining forces. In previous decades, some individual big philanthropies have 
shown a tendency to focus on their own big wins and the big solutions that would shine a favorable 
light on individual ventures (and successes), as critics have claimed (Eckl, 2014). However, as the 
advancement and implementation of AI systems gain momentum, encompassing the increasing 
use of generative AI in our economy and society, it becomes imperative to make concerted and 
collaborative efforts across sectors. This is essential to effectively tackle prevailing issues and 
address the evolving challenges that arise, collectively and through pooled, sustainable funding. 
Recent examples such as the European AI Fund or the initiative of ten major US foundations, show 
that the philanthropic sector understands the urgency and sees the potential of joint action (Ford 
Foundation, 2023).
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By overcoming the fragmentation often seen in the philanthropic sector, foundations can con‑
tribute to a thriving, diverse, and robust AI ecosystem that reflects the interests of diverse stake‑
holders, ensures a productive dialogue on rights‑respecting policies, and contributes to an ethical 
and inclusive AI revolution.

5.3 Better foresight

Finally, we encourage the philanthropic sector to improve its foresight and anticipation. Too often, 
the work of foundations is rather reactionary. Unlike in our imaginary tale, foundations – like other 
potentially relevant actors – failed to see the transformative potential that the new technology was 
about to unleash. They did not grasp the opportunity or the need for collective action. This speaks 
to a known deficit, as Michelson (2020: 105) points out:

[T]he philanthropic sector has generally been slow to adopt these foresight practices to date, 
and they remain relatively rare in science philanthropies. This is particularly problematic 
since the practice of anticipating and tracking trends and envisioning different alternatives 
for how issues might evolve is a critical practice that could be harnessed to shape how phi‑
lanthropies allocate their resources in support of science and how their grantmaking could 
have greater societal impact.

Improved foresight capacities and systematic foresight exercises could help foundations not 
only anticipate long‑term societal, environmental, technological, or political changes that they 
wish to address but also envision the future of the philanthropic sector and their own role in it 
(Philea, n.d.).

6 Conclusion

As we have tried to show in this chapter, the profound and far‑reaching implications of AI have 
attracted widespread scholarly and media attention. As we consider its ramifications across various 
policy domains, its influence on economic structures and employment, and its potential to reshape 
the societal fabric, questions arise about the future trajectory of AI. There is now a widespread 
belief that digital technologies and AI, if deployed globally, equitably, and within the normative 
guardrails of human rights, can serve as powerful instruments to address the significant challenges 
facing humanity.

The imminent impact of AI on the social, economic, and political dimensions of contemporary 
societies is undeniable, touching on aspects of work, creativity, learning, and governance. How‑
ever, this transformative revolution raises a spectrum of complex ethical, economic, political, and 
legal dilemmas. Ensuring rights and values such as fairness, non‑discrimination, benefit‑sharing, 
participation, privacy protection, safety, informational self‑determination, and autonomy becomes 
paramount.

Establishing the necessary legal and political frameworks to create a just and inclusive socio‑ 
technological order emerges as a critical consideration. The implications of AI are diverse, con‑
text‑dependent, and, to some extent, unpredictable, leaving societies grappling with uncertainty 
and anxiety about future technological developments. Addressing these challenges will require 
thoughtful deliberation and proactive measures to strike a balance between harnessing the poten‑
tial benefits of AI and safeguarding fundamental societal values.
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In this context, we see important roles for the philanthropic sector to play. These range from 
the convening and facilitating public discourse and deliberation to supporting regulatory efforts 
at the intersection of the private and public sectors and civil society, to funding educational pro‑
grams that equip young people with the digital and AI literacy skills needed to face 21st‑century 
challenges, to funding responsible, equitable research or investing in technological public goods.

We have seen foundations make critical and impactful contributions in the past, whether in 
global health, education, or science. However, the current challenge is different. Because of the 
unprecedented pace of technological change, the pervasive and fundamental societal, legal, politi‑
cal, and economic implications of the AI revolution, and the magnitude of private sector interests 
driving developments, philanthropies must improve their foresight capabilities, align their invest‑
ments, and scale their efforts to ensure, to the extent possible, that AI advances the public good.

Notes
 1 This preface presents a counterfactual case study inspired by the story of OpenAI. For an authentic ac‑

count of the events as they unfolded, please see, for example, Montevirgen (2024). Our counterfactual 
creates a fictitious narrative that is not entirely accurate to the actual events as they unfolded. However, 
the authors believe that it serves as a useful device to stimulate a critical understanding of the issues sur‑
rounding the current development of AI. It should be acknowledged, though, that the narrative presented 
here does not aim to live up to the rigorous counterfactual methodology developed for social science as 
described, for example, in Tetlock and Belkin’s edited volume (1996).

 2 One of the best‑known examples of a digital public good in the area of education is Wikipedia, which has 
made high‑quality information accessible to hundreds of millions of users.
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GETTING TO HEAVEN

What teaching AI teaches us about ourselves

Elizabeth A.M. Searing and Donald R. Searing

Alphie: Are you going to heaven?
Joshua: No. You’ve got to be a good person to go to heaven.
Alphie:  So we’re the same. We can’t go to heaven because you’re not good, and I’m not a person.

(The Creator, 2023)

1 Introduction

In the 2023 movie The Creator, a young AI named Alphie has a conversation with her bodyguard, 
Joshua, about the possibility of an afterlife (Edwards, 2023). During this innocent exploration, she 
poses a comparison that wears increasingly thin throughout the movie: that the artificially intel‑
ligent and the naturally intelligent are fundamentally different.

In this chapter, we will refer to the artificially intelligent (AI) as those organisms and entities 
whose existence and processing derive from human development directly or indirectly. They can 
make decisions based on their embodied processes. Some scholars prefer the term “synthetic in‑
telligence” since it should reflect the human‑created synthesized origins of the intelligence rather 
than the supposition that it is fake or simulated (Haugeland, 1989). However, we yield to popular 
opinion and let the dominant nomenclature prevail.

One of the primary benefits of conducting any type of comparative research is the insight 
gained from the origination field through the process of exploring the destination field (Searing 
et al., 2023). Film and popular culture have spun numerous stories on how to avoid or fight back 
against an AI planetary takeover, but fewer moments have been spent on knowing what to teach 
them. It is easy to say that we should teach AI to be ethical and philanthropic, but we don’t have 
an excellent record in teaching other humans to be ethical and philanthropic. If we have to send 
repeated email solicitations to long‑time donors for contributions to our annual operating fund, 
where do we even start in training beneficent AI?

This chapter provides a framework for distilling such learning in parallel with inquiries about 
human intelligence. Questions regarding conditions for moral agency, the power of explicit and 
implicit rules, the influence of peers, and the emergence of unanticipated consequences are asked 
of both fields. Further, philanthropy provides an ideal context for asking such questions since the 
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host of possible human motivations are still hotly debated in the social sciences (Bekkers & Wie‑
pking, 2011; Rose‑Ackerman, 1996).

The audience for this chapter is not only those involved in the gathering, production, or study 
of philanthropy; it is also designed to benefit those who create the AI used by those audiences. As 
we will illustrate, the distance between different stakeholders in the AI ecosystem is wearing thin, 
and the designers bear culpability for the actions taken with AI the same way Oppenheimer strug‑
gled with creating the atomic bomb (Bernstein, 1997). The creators and trainers are a part of the 
equation, and everyone contributing to the written word on the internet right now is taking part in 
the training of dozens (if not hundreds or thousands) of AI.

2 Defining artificial intelligence

As a field that has been around for more than half a century, it is unsurprising that the definition 
of “Artificial Intelligence” has evolved. Even in its early years (1950s–1980s), the definition of 
AI was subject to vehement disagreements on what indeed constituted something artificially in‑
telligent and how we would even be able to know if artificial intelligence was even “intelligent” 
(Searle, 1980; Turing, 2009). The debates revolved around several elements: the general versus 
specific nature of certain intelligences, the definition of consciousness and solipsism, and exactly 
how to build an intelligent system representing its memories, rules, heuristics, and symbology. The 
debate was exacerbated by the fact that the field of neuroscience – studying how we think – was 
also in its infancy. This fertile debate did yield the first bloom of systems theory and buildable AI 
approaches, from the first rules‑based expert systems like Dendral to the large ontology models 
used to create “common sense” AI like Cycorp’s Cyc to the conception of Perceptron’s modeled 
neurons that would evolve into the deep‑learning neural networks and Large Language Models 
(LLMs) that are the cutting edge today (e.g., OpenAI’s ChatGPT, Meta’s LLaMA, Tesla’s FSD). 
Computer scientists left the philosophy of mind, the definition of consciousness, and the concep‑
tion of a human‑level intelligence equivalent (also known as Strong or General AI) to the philoso‑
phers. Instead, the computer scientists set about building useful tools that met a minimum set of 
criteria for intelligence (also known as Weak or Narrow AI). Despite being labeled “weak,” these 
practical system implementations provided great value in efficiently automating engineering and 
business processes. As time has passed, these practical AI systems have taken advantage of the 
improvement and availability of electronic sensors and the exponential increases in computational 
power that are now available to improve rapidly. We are now getting to the point where the concept 
of a Strong AI system is no longer a philosophical pipedream but something many of us think we 
will see (or are already seeing) in our lifetimes (De Cosmo, 2022)!

With so much contention surrounding the definition of what constitutes AI among the afore‑
mentioned options and approaches, it might be best for those of us discussing ethics and policy 
surrounding AI to attempt a specific definition. As one of the world’s largest policy generators, 
the U.S. Government recently defined AI for regulation on October 20, 2023. The 15 U.S. Code 
§ 9401 (3) contains a straightforward definition of AI used in the “Executive Order on the Safe, 
Secure, and Trustworthy Development and Use of Artificial Intelligence.” The statute defines “ar‑
tificial intelligence” as

a machine‑based system that can, for a given set of human‑defined objectives, make pre‑
dictions, recommendations or decisions influencing real or virtual environments. Artificial 
intelligence systems use machine and human‑based inputs to‑ A) perceive real and virtual 
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environments; B) abstract such perceptions into models through analysis in an automated 
manner; and C) use model inference to formulate options for information or action.

 (15 U.S. Code § 9401 (3))

This definition has several notable features that we can unpack as they will have a bearing on our 
expansion of this discussion into the ethical design and use of systems such as these.

First, the critical part of this definition focuses on making recommendations of decisions that 
influence the environment that the system is embedded in, whether real or virtual. Therefore, an 
AI system of this definition can make decisions and affect its environment, including other entities 
(humans, animals, or AI) in that environment. This ability would imply a level of autonomy in that 
environment and one in which you would expect the AI to be able to accurately perceive its envi‑
ronment; make decisions based on its perceptions, internalized rules, and objectives; and then take 
actions based on those decisions and affect the environment to achieve its objectives. These three 
steps – sense, decide, act – form the core of what is referred to as the agent architecture (Russell & 
Norvig, 1995). This definition of an agent is not exclusive to the artificial intelligence world: it is 
a general description of any type of autonomous agent, be it human, animal, bacterial, or artificial. 
We think that this architecture and its elaboration provide a foundation for comparative evaluation 
across these disparate types of agents. In the rest of the chapter, we will refer to the base technol‑
ogy used to create the agent as its “substrate,” where the common forms of technology can be 
biological, mechanical, or electronic.

Second, another critical component of the legal/procedural definition includes the concept of 
“human‑defined objectives.” In the broader sense of Strong AI, it would be expected that an AI of 
significant sophistication could choose its objectives and not rely on a human to provide this guid‑
ance directly. However, we believe its inclusion here in this definition is a definite nod to the fact that 
for these entities to be regulated under current law, there must be a human involved in the definition 
of the agent or at a minimum involved in the definition of the goals or objectives of the system. This 
system creator would most likely choose the practical implementation of the AI in terms of its pro‑
vided sensors and inputs, its decision‑making approach and mechanism, the types and limits of ac‑
tions the system can take, and the objectives the system is trying to achieve. As some AI approaches 
allow the agents to learn or evolve their capabilities within their environment, it may not always be 
the case that the creator of the system defines those capabilities; however, the current expectation is 
that the creator will always provide the objectives for the system as the creators will likely be invest‑
ing a significant effort in creating the system and providing for its learning and operation. Of course, 
there often will be other humans involved in deploying these AI systems/agents because AI is typi‑
cally embodied as software and is sold to others to use. So, the humans referred to in the definition 
would thus be both the user and the system’s creator. This is a critical point often overlooked in the 
field and one that we will explore much further in the rest of this chapter.

Third, the definition includes a reference to a “model inference to formulate options for infor‑
mation or action” – this is the deciding part of the agent architecture. This is an important distinc‑
tion where the differences about the practical implementation of these systems arise. As discussed, 
a schism in the field relates to how the “rules” an agent uses to make decisions are generated and 
modified during its instantiation. In a rules‑based system, the agent’s decision‑making process 
typically takes the form of either a structured decision tree or a set of complicated IF‑THEN rules 
(e.g., IF the car’s speed is less than the desired speed, THEN increase car’s acceleration). These 
rules are typically generated by the creators of these systems and uploaded into the agent with the 
expectation that the rules will not change significantly over time. Much of the creator’s effort and 
time goes into creating a consistent, logical set of rules that will accommodate any situation the 
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system might face. For example, think about the cruise control system you have in your car. Ini‑
tially, you had to hold your accelerator pedal at a specific position to maintain a certain speed. The 
first evolution of automation was a feedback loop‑driven controller that would allow you to set a 
desired speed (i.e., a human‑defined objective) that would sense the speed of the car and use fairly 
simple rules to adjust the accelerator position to keep the car at a speed close to the desired speed. 
If your desired speed were significantly higher than your current speed, the car would “press” the 
accelerator more than if you were slightly below the target, where you would experience much 
less use of the accelerator. Modern cars have taken this behavior beyond a simple “set and hold” 
approach by sensing traffic in front of the car and adjusting the speed to keep a safe distance be‑
tween itself and the vehicle in front of it (i.e., this is the adaption referred to in the “adaptive cruise 
control”). In this example, the creator of the system in the car has (1) added additional sensors to 
the system to “see” the vehicles directly in front of the car, (2) provided additional rules as to what 
the car should do when there is something in front of it (i.e., match speed to keep a safe distance) 
and (3) provided a new human‑defined objective in terms what a safe following distance is (typi‑
cally measured in car lengths). The creator must design, implement, and test this system before it 
is installed in a car and delivered to a user to drive. At this point if a driver sets the cruise control 
speed above the speed limit, this is a simple enough system that the driver would be aware that 
they set the system to be above the limit. In more complex systems, it is not guaranteed that the 
user will understand the ultimate effects of their goals; the goals and the resulting system behav‑
ior may not be as closely aligned as a cruise control. This complex interaction of the system, the 
creator, and the user is of most interest when it comes to responsibility and the ethical behavior 
of the system.

Before we discuss an agent’s ethical ramifications, it is essential to discuss the other type of 
decision‑making process encountered in current AI systems. In contrast to the rules‑based systems 
where the system’s creator defines the agent’s processes in rule sets or trees, a machine learning or 
neural net‑based system develops its own decision‑making “rules” by being run through a set of 
training data that is provided to it. This training data set contains sensor input data and the expected 
outputs as selected and defined by the creator. Typically, the learning model is repeatedly shown 
this data and the desired results. It builds its own internal representations that connect each input to 
the desired output in a way that is not easily observable by the creator. The behavior of these sys‑
tems is highly influenced by the training data provided and the internal algorithm that controls the 
learning process and velocity. This disconnection from the rules creation process by the creator of 
the system was initially lauded as a way to prevent the biases of the creator from being embodied 
in the rules of the system; after all, in a non‑learning‑based model like the one discussed above, 
the creator is literally writing the rules and likely including their biases. However, this assumption 
of a lack of bias has been shown repeatedly incorrect on these machine learning‑based systems, 
from ones used by Apple for securing their iPhones (Raposo, 2023) to a system used to select de‑
veloper applicants to hire at Amazon (Kadiresan et al., 2022). Thus, the creator’s decision‑making 
is still critical to the process of generating a functional and ethical system even though they are not 
directly coding the rules.

When it comes to AI systems, several key persons are involved in their correct and proper func‑
tion. The ultimate behavior of any created intelligent system (biological or machine‑embodied) is 
affected by the creator who designed and implemented the system, the user who utilizes the system 
and provides its operational goals, and in the future case in which an autonomous system can set its 
own goals, the system itself. This situation resembles the philosophical “problem of many hands” 
that plagues any organization or system with multiple responsible stakeholders and makes it dif‑
ficult to determine responsibility when things go wrong.
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3 Moral agency: an old debate

When considering the ethicality of a given event or action, it is first necessary to identify which 
parties are involved in the situation (the audiences); then, we evaluate the relevant situational facts, 
the motives and decisions of each audience, and the magnitude of the effects of the action. If we 
refer back to our description above of an agent – an entity that can sense, decide, and act – we can 
see that it is not a coincidence that when it comes to ethical issues and those involved, we again 
use the concept of agency: moral agency. Typically, this term is meant to identify those audiences 
involved in making the decision or performing the action that caused harm or was otherwise con‑
sidered unethical. For example, suppose I drive my car recklessly and injure a pedestrian. In that 
case, the harm caused will be directly related to the decisions I was making while driving based 
on the information I had processed. Both ethical and legal responsibility for the injury to the pe‑
destrian can depend on the facts surrounding my awareness or lack thereof, my decision‑making 
skills, and even my goals. If I failed to see the pedestrian due to environmental effects (e.g., it was 
foggy, rainy, dark, etc.), my culpability for the harm may be reduced. If my decision‑making was 
poor (e.g., I was driving too fast) or negatively affected (e.g., my decision‑making was impaired 
due to consuming alcohol, I was distracted by using my phone, etc.), my responsibility for the 
harm would be held to be more significant. I could also have planned to injure the cyclist, and 
such premeditation would mean my goals or objectives are worth consideration. Potentially, the 
pedestrian may have been doing something that increased their danger (e.g., wearing dark clothes 
at night, being intoxicated and stumbling onto the road, etc.). These moral and legal judgments are 
based on persons directly involved in the event, and thus, the moral considerations are relatively 
straightforward. Or are they?

In this accident scenario, it is possible that my car swerved into the pedestrian because my 
passenger‑side front wheel had come off. This is where the conception of what we are referring to 
as indirect responsibility comes into play. It is possible that the bolts holding the wheel on my car 
were improperly manufactured or that the mechanic I paid to rotate my tires forgot to fully tighten 
the bolts before I left. These additional persons, the car and bolt manufacturer, the mechanic, or 
even the tire manufacturer, may also bear some of the ethical responsibility. Additionally, a com‑
bination of these concerns could lead to the accident: I was driving too fast for the conditions, the 
pedestrian was improperly in the roadway, and the bolts were loose. In this case, the responsibility 
would be borne by all the involved parties, to a greater or lesser extent. These types of problems 
fall into the category of the “many hands.” It is not uncommon in a non‑AI world to be able to lay 
out such a scenario where there are persons directly and indirectly involved.

AI systems, both weak and strong, take on components of the decision‑making from rules gen‑
eration to rules execution to goal setting; this creates the potential for an additional moral agent to 
be considered in the system. An advanced enough system can take on some portion of the moral 
agency if it changes its rules or objectives to something not prescribed by the creator or set by the 
system’s user. Further, the concept of “user” also becomes malleable as the amount of autonomy 
increases. However, the amount of autonomy in the system will be a design decision by the crea‑
tor so that the increased autonomy of the system does not absolve the creator of moral agency. To 
extend our car accident example above, let us assume that the car had some form of self‑driving 
capabilities. It may have caused the accident, be partly to blame for the outcome, or have behaved 
in a way the driver did not understand.

The Society for Automotive Engineers (SAE) has a novel solution for communicating the limi‑
tations of the provided automation systems in drivers’ cars known as the “levels of driving auto‑
mation” that clearly state the expected behavior of the automated system at each level and how 
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much involvement will be required of the driver (Society for Automotive Engineers, 2021). The 
levels start at 0 and go to 5, where a level 0 vehicle has a full‑engaged driver, and the automation 
provides additional warnings (e.g., blind spot warnings). A level 5 vehicle is one in which the 
car drives itself without any engagement from the passengers (there is no driver in the car at that 
point). This simplified set of levels functions as a communication between the creator of the sys‑
tem and its users to help level set the responsibility and involvement expected. This illustrates two 
important issues. First, the creator and user are important agents in the moral calculus, and second, 
the systems themselves, as they progress, will start to drastically reduce the user’s responsibilities, 
though not altogether remove them.

Thus, AI systems, in their weak incarnation, do not break much new ground when it comes to 
moral responsibility determinations; these systems are products built by creators, used by users, 
serviced by maintenance people, etc., and the responsibility for their proper function is distributed 
among those involved. These systems may make specific individuals more indirectly responsible 
for their behavior. However, the links to the human involved can be determined (e.g., the creator 
may not have directly written the decision‑making rules, but they provided the data that the system 
learned from). Strong AI systems, though, break this paradigm because the system itself becomes 
a moral agent that bears some responsibility. The creators of these systems need to be intentional 
about providing these systems with more latitude in their behavior with the safeguards and capa‑
bilities required with that level of agency.

4 The ethics of teachers, trainers, and creators

During the initial creation of these types of systems, the creators involved can vary based on the 
system’s internal implementation. In a system where the rules are pre‑built, the system’s creator 
not only lays out the technical architecture of the system but also builds the rules sets that will 
govern the system’s behavior. In a non‑learning system, the behavior is entirely defined by the 
rules provided by the creator of the system, and, as such, the set of rules has to exhaustively cover 
all potential situations the agent might find itself in. Creating such a large rule set or knowledge‑
base can be quite an effort, and so these types of systems typically reduce the scope of situations 
they are involved in; for example, one of the longest‑running AI development efforts has been 
for Cyc, a system that contains a structured knowledgebase of “common sense” which has been 
in development for almost 40 years. Typical rules‑based systems like this are used to interact in 
narrow domains (e.g., the cruise control example earlier is limited in scope to handling speed and 
the distance from a preceding vehicle); in virtual environments of specific business data; or in 
locations such as a computer game where an enemy’s behaviors can be defined in a set of rules 
constrained to the data available in the game. The rules that get generated are typically based upon 
existing human behaviors or on optimized behaviors proposed by the creators. As the rules are 
directly entered into the system by its creators (known as knowledge engineers), the creators have 
significant control over the resulting behavior of the system. This can benefit certain areas, such 
as healthcare, where the decisions must follow established procedures and evidence‑based guide‑
lines. Another benefit of these systems with set rules is that once the decision has been made and 
an action completed, the system can be queried to “explain” its logic, and it can provide the sets of 
rules executed on the way to making its decision.

Alternatively, in a learning system, the creator sets up the initial system to learn a specific type 
of transformation or classification; the creator also provides a set of training data (or further direc‑
tions on how to find training data). This training data typically contains sample inputs and the rec‑
ommended output related to each input. The system is then run through many (potentially billions 
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of) iterations to allow it to develop its own internal “memory” of how to transform the input to 
output accurately. In other cases, a system might be trained by looking at existing data and drawing 
its own conclusions. For example, a bank might look to one of these trainable systems to examine 
its book of historical mortgages and payment histories to develop a system that could determine 
the risk of applicants for future mortgages. It would make simple, logical sense that there might 
be a set of criteria that was common across all people who successfully paid off their mortgages 
on time and that if the bank’s new applicants for mortgages had similar characteristics, they would 
be considered more likely to pay off their loans successfully. Of course, it may be forgotten that 
mortgages from 50 to 60 years ago were subject to the overtly racist policies of the time (at least in 
the United States), and by using these in your training set, your system trained itself to perpetuate 
this racism.

Accidentally including biases in your training set is just one of the limitations these sorts of 
learning systems can manifest during their creation. As the system learns, the creator or trainer 
will not understand what exactly the model is learning other than it is learning. The system might 
be building rules off of a pattern we cannot see, and it might not be a genuinely relevant pattern, 
but this is not observable to the trainer – the system is essentially a black box. This impenetrabil‑
ity persists even when the vectors of weights are output; the knowledge encoded in these sys‑
tems is not easily accessible or understood. Furthermore, these systems typically cannot explain 
themselves as there is no sequence of human‑understandable rules they can produce to explain 
their actions. Thus, while the creators in these types of systems do not have to spend much time 
generating the comprehensive set of rules needed in the other model, they spend a lot of time and 
effort training and validating their systems. For example, the GPT‑4 LLM transformer model cost 
OpenAI over $100 million to train (Knight, 2023). Despite its ground‑breaking ability to answer 
everyday user questions, it is not known for its accuracy.

Recently, other failure modes have been identified in training these learning models. ChatGPT, 
a very large‑scale machine learning‑based transformer like its offspring GPT‑4, was trained on 
large bodies of text from various locations on the internet, like Wikipedia, Reddit, and X (formerly 
Twitter). The system learns to write like a human by reading billions of lines of text that humans 
wrote. This works well enough as long as humans write most of the text it is reading. As tools like 
ChatGPT and its successors are used more and more by humans to write content, answer questions, 
etc., the amount of truly human‑generated writing begins to decrease as a percentage of the text 
available on the internet. As AI tools can generate text much more quickly than human authors, a 
non‑trivial portion of the text to be used in future systems’ training may be content generated by 
their predecessors. New research has shown that systems that train off previously generated text 
instead of truly human text will lead to a degradation in the performance of these future systems, 
leading to a phenomenon referred to as “model collapse” (Shumailov et al., 2023).

Ultimately, when you create one of these systems, there is no free lunch. Significant resources 
and time are required to either generate a comprehensive set of rules for a rules‑based engine or to 
train and validate a learning‑based system. With the limitations listed above for both approaches, 
the creators of these systems must do so with the proper understanding of what it is they are build‑
ing and how to mitigate the inherent risks in those situations. This is especially true of systems like 
learning models opaque to the creator and the user, where comprehensive, post‑training validation 
is necessary before releasing these systems into society.

Based on what has been covered so far, the next section will analyze the application of creator 
and user ethics in the philanthropic sector. First, we will look at the sector from the perspective of 
philanthropic organizations using AI to encourage or collect donations. Following our discussion 
of organizational use, we will consider AI which can be created for and used by the donors directly.
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5 Encouraging philanthropy: the philanthropic organization scenario

5.1 Creator ethics

Our email inboxes seem filled with promises that artificial intelligence will usher in a world of 
ease and optimality for our philanthropic organizations. Though efficiency may be easy, we need 
to stay mindful of the needs and the potential consequences of AI. Other chapters in this book have 
detailed how philanthropic organizations can utilize different AI technologies to boost productiv‑
ity, increase donations, and bolster effectiveness. Leaving the salesmanship to those chapters, here 
let us instead think about how to design those systems ethically.

The first responsibility of any designer is to validate the system’s requirements. Especially now, 
in the grips of AI fervor, multitudes of people with very little training in or understanding of AI 
will only know one thing: they need AI to stay competitive. Moreover, though this might be good 
for business as a vendor, it also means that the paternalistic burden of the creator increases. For 
example, one of the first steps in automation involved routine email donor engagement; it is unsur‑
prising that this is also one of the first places for AI to contribute. Large language models such as 
ChatGPT are especially good at targeting the “blank page problem,” which is the mental obstacle 
of writing the first word on a blank page. Savvy tech folks suggest putting together a well‑crafted 
prompt that will get us some basic content, which we should then edit and verify (ironically, often 
with other AI like Grammarly) (Fox, 2023). Cautions to watch for plagiarism, fabrication, and 
nonsensical phrasing in the output of such programs are common, so we will not belabor that here.

Instead, let us consider AI‑generated art. Though using images rather than text, these models 
rely on many of the same learning processes as text‑based AI does. Accordingly, this also opens 
them up to the same potential faults, often deployed unwittingly by their creators. Aside from the 
legal issues currently being sorted in court over the rights of AI to learn about and reproduce such 
images, there are also ethical issues. Data used to train these models may also have inherent his‑
torical biases that will emerge if the model is asked simple questions.

For example, the author team asked several online art generators to produce images based on a 
single‑word prompt: philanthropist. The images created were of white men in eight of ten cases. 
One exception was when one of the AI was asked for a photo, and the image returned was of an 
Asian man. The final exception was a woman, but since the style queried was “anime,” we suspect 
this was also reflective of unspoken preferences and biases toward images in that genre.

Even more interesting were the responses to the prompt “aid recipient.” In nine of the ten cases, 
the images were of men (younger than the philanthropists). The photo was a South Asian man 
with a dark skin tone in uniform, and the eight other non‑photo male images were of dark‑skinned 
men in uniforms (some obviously military, others ambiguous). Six of these men were holding 
certificates of some kind, whether they were identification or awards. The other three men were 
holding weapons. Again, the sole female exception was in the “anime” category, and though she 
was fair‑skinned, she possessed as much weaponry as the armed men.

This poses a host of problems. First, a very practical problem arises: you would likely not want 
to include these photos in promotional material for the gala of the human services charity that is 
your client. The second is that the AI has regurgitated stereotypes that it has found online – like 
a high school homecoming court, the choices reflect popularity and not fitness for the functional 
role. The third problem is that, in addition to blatant prejudice and bias, the AI may have uncov‑
ered things that were not even on our radar: the correlation between aid and military presence. 
Training the AI has caused us to ask even more profound questions about the data it must have 
trained on and, in turn, the proclivities and biases of our natural intelligence.
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What about more sophisticated functionality within an organization’s systems? Many research‑
ers are busy testing different types of chatbots in order to create a more personal experience. In 
these studies, researchers directly test the practical limits of entities with various types of manufac‑
ture. For example, Lee, Lee, et al. (2023) had over 600 participants interact with one of six differ‑
ent types of chatbot. The team found that interacting with a chatbot that used a reference to small 
gestures was useful (known as the legitimization of the paltry favors (LPF) technique); however, 
whether a picture of a chatbot or a person was used was irrelevant to the intention to donate. If 
donors do not seem to care who is asking after their welfare, then why do we?

Further, Lee, Park, and Chung (2023) found that individuals were more likely to donate when 
interacting with a chatbot relying on emotional rather than factual messaging. This is similar to the 
findings of Das et al. (2008), who found that technical information was most successful at attract‑
ing donations when paired with a positive emotional framing.

Also, though we mentioned earlier the sins of the generative art AI in putting together a com‑
posite picture of the perfect donor, we have been committing this sin for a while. In their literature 
review of experimental studies in fundraising, Bhati and Hansen (2020) note that experiments as a 
genre tended to ignore the ethical and practical elements of fundraising. Here, perhaps, the AI are 
not callous, but they are simply a reflection of their creators.

5.2 User ethics

The first responsibility of any user is to be informed. As explained earlier, there is great potential 
in the current excitement around learning models. Even the most powerful of these systems are 
highly dependent on the data used to train them, and since they are black boxes, the biases and 
problems may remain hidden. The acquisition or employment of any AI should come with a thor‑
ough understanding of the training approaches and materials, the locations and limitations of the 
training data, and the ownership of all data used in both input and output. Every system has limita‑
tions, often not prominently advertised in the brochure.

Second, the users of such systems in nonprofit organizations should understand that models 
may pick up on distasteful, unhelpful patterns, or that can perpetuate existing biases. For example, 
recruitment and hiring was one of the first management processes to have seen the infiltration of 
AI. At Amazon, the company decided to steer its hiring process by hiring a specific personality 
archetype that was a composite of what they considered the most successful software developers. 
Unfortunately, this approach suffered a similar problem to the model collapse we discussed when 
discussing LLMs. The system was trained by being given the set of existing developers at Amazon 
as the desired outcome, plus the belief that hiring people who resemble successful developers in 
the organization would increase the likelihood of success in these new hires (Kadiresan et al., 
2022). So, the creator of the system did not provide explicit training data with pre‑determined con‑
clusions and, thus, thought they were removing any bias they might add to the system themselves. 
Nevertheless, they inadvertently added the bias already built into the data, which was that the 
labor pool for software development up to that point had been predominantly male. Consequently, 
the algorithm noticed and actively penalized resumes from women applicants since that was not a 
dominant trait in the existing developer pool (Dastin, 2018).

In many ways, development professionals are already accustomed to using correlations to pre‑
dict behavior. Whom to ask for funds has always been guided by characteristics such as where the 
prospective donor lived, who they knew, and what other causes they support. It is not surprising 
that this is one of the first areas that benefited from automation and then AI: Blackbaud touted 
how a development officer could use their product to both enter information on a new prospect 
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and conduct a wealth screen from the exact same location in their software in 2016 (Blackbaud, 
2016). On the research side, Farrokhvar et al. (2018) tested Multiple Linear Regression (MLR), 
Artificial Neural Nets (ANN), and Support Vector Regression (SVR) and determined that the most 
important variables in predicting the likelihood of a donation were household income, schooling 
attainment, and prior donations. Meanwhile, Cagala et al. (2021) used machine learning to de‑
termine that targeting a subset of past donors produces higher yields than asking those who were 
asked and had not donated before. Though neither academic study produced findings that would 
surprise a development professional, they legitimize the new tools rather than generating new 
practical insights.

Like wealth screens, however, there is still the chance that information is being included that 
may not be ethically straightforward to include. For example, researchers were interested in 
whether AI (specifically convolutional neural networks) trained on data in one hospital would be 
as successful at detecting pneumonia in X‑rays from another hospital (Zech et al., 2018). They 
discovered that the algorithm was successful, but it was because the algorithm had noticed that 
lower‑resolution images were more likely to contain pneumonia. These images came from hospi‑
tals in less affluent areas. However, it was not that the AI was picking up pneumonia, but it was 
conducting what we would consider a wealth screen and adjusting the probability of a pneumonia 
diagnosis accordingly.

This brings up several issues. First, the researchers were initially unaware of what they labeled 
as “confounding information” (Zech et al., 2018). The AI will pick up patterns and knowledge 
from the data without the normative layers we attach as members of society, so we need to be 
aware that this will happen. Second, this is complicated because the potentially inappropriate 
wealth screen improved the diagnostic capabilities of the AI. Do the ends justify the means if it 
saves a patient’s life? It may not be quite as stark when development professionals employ the al‑
gorithm because it influences those whom we try to shift into major gift prospects. However, what 
if the same algorithm was determining health services? How do we encourage ethical and inclu‑
sive AI while remaining sensitive to handling the problems caused by human‑inflicted inequity?

5.3 Synthesis

We face several obstacles as philanthropic organizations hoping to train and employ AI, but there 
are certainly ways forward. First, this opens the door to cross‑sector collaboration. As previously 
mentioned, some of these large models can take millions of dollars to train, which is something 
that many nonprofits (and most for‑profits) cannot afford. Even OpenAI created a for‑profit sub‑
sidiary to get its models off the ground. So much like many of the other complex problems where 
we must tackle issues as a collective – such as poverty or climate change – training AI will need to 
bring many different groups together. What needs to happen here is that researchers, fundraisers, 
and commercial companies that have specialized in wealth screens for years should create groups 
where we can focus on how to move the combined field forward. Some efforts are being made, 
such as this edited volume, the Fundraising.AI Global Summit in October of 2023 (Fundraising.
AI, 2023), and the GivingTuesday Generosity AI Working Group (GivingTuesday, 2023). As in‑
novation speed increases, more coordination across sectors will be necessary.

Second, we need to think about how these new approaches will alter the way our organiza‑
tions function and what our value‑add might be to those we serve. On an operational level, these 
new content tools will change things like marketing content, art, outreach, and other development 
tasks. Your existing team will need to develop capacity in a different type of resource: more strate‑
gic and less tactical, as the model will do some of the more rote work. Preparing for this transition 
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as a gradual building of skills will help keep some of the AI‑related panic from setting in: the fear 
that AI will steal jobs. Instead, redefine positions as portions become automated so that the posi‑
tion becomes evolved and not extinct.

While we are on the topic of capacity, we should also be mindful that our sector varies widely 
in terms of the resources and ability to pivot into new types of implementation. Lack of capacity 
has plagued the philanthropic sector in almost every other modern skill set (such as evaluation and 
grant management) and will most certainly be an issue in AI adoption (O’Grady & Roberts, 2019). 
Capacity builders such as community foundations and associations should already be working 
together to avoid duplication of effort and focus on bringing safe and ethical AI usage to as many 
nonprofits as possible.

Finally, we have the thornier question of how to select training data in order to elevate accuracy 
while keeping AI ethical and inclusive. This is the Garden of Eden question: Is there such a thing 
as an excess of knowledge? Without wading too deeply into the centuries of moral thought on this, 
we posit that there is a difference between the training data and the universe of data. Do we need 
to exclude demographic data to keep AI from being sexist or racist? One option is yes: blind the AI 
to possible confounders by eliminating the possibility that the AI will focus on that variable as an 
explanation. However, this approach seems to address a symptom and not an underlying problem. 
Even if Amazon hiring AI had not received explicit gender information, the work of Nobel laureate 
Claudia Goldin (2014) would indicate that there are likely other gender‑related influences in other 
variables. Having the system point out the gender bias is a feature, not a bug – provided that we 
are open to recognizing and compensating for such insights when our biases come to light. This is 
not the least expensive way (since it will likely require repeated iterations of training), but it is a 
path where natural and artificial intelligence grow together.

6 Engaging in philanthropy: the donor scenario

6.1 Creator ethics

In a way, the practice of philanthropy is already acquainted with the intricacies of Creator’s Ethics. 
We have been aware for some time of the idea that not only money but legitimacy, power, isomor‑
phism, and potential abuse all flow with resources (Keegan, 2021; Kohl‑Arenas, 2019; Kumar & 
Brooks, 2021). Indeed, several authors have expressed concern about the flow of money to new, 
nontraditional tech titans that opt to keep their change‑making funds in an LLC rather than a tradi‑
tional foundation (Callahan, 2017). So, let us consider some of the ways that AI can facilitate the 
process of individual philanthropy.

First, the creator controls what the AI “eats” or learns from. Let us assume that we are trying to 
inform and facilitate the practice of giving. Many organizations already exist that provide ratings 
of different charities. These ratings can be based on several things, from the size of their governing 
board to the percentage of its expenses directed toward administrative expenses (Harris & Neely, 
2016). Significant research suggests that the availability of such research to donors has influenced 
the flow of donations and, in turn, the way that nonprofits operate.

As researchers, we need to be very aware that the conversation regarding the benefits of our 
approaches can very easily transform into unhelpful norms. For example, efficiencies are one of 
the most significant selling points of implementing new technology (Efthymiou et al., 2023). The 
problem is that we have been struggling to move the normative conversation away from efficien‑
cies for decades. The overhead myth and nonprofit starvation cycle both rely on a metric of effi‑
ciency as a proxy for nonprofit program effectiveness (Gregory & Howard, 2009; Lecy & Searing, 
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2015). Potential donors have far easier access to spending data than on community impact, so 
nonprofit watchdogs and “effective altruists” reward those organizations whose administration is 
the most streamlined. This has incentivized a continuous downward pressure on nonprofit admin‑
istrative capacity that has potentially caused long‑term damage to individual organizations and the 
sector at large.

We have made significant progress in the fight against the overhead myth and the accompany‑
ing fetishization of efficiency (GuideStar Inc., 2013). In our quest to improve programs and save 
time, we need to be cautious in the values we prioritize by doing so. The message should be that 
we need to spend on AI, not that we are desperate to save on operations. If we train our AI on char‑
ity ratings, we end up with norm perpetuation without necessarily the traditional socio‑cultural 
process providing a brake on unfortunate ideas. In this way, AI are very much like young children 
in that you control how they see and understand the world.

6.2 User ethics

What are the responsibilities of donors who wish to use AI to improve the world, either by fund‑
ing it or utilizing it directly? The first step is to be very aware of the lenses you are bringing to the 
discussion table before we begin worrying about AI. As Raddon (2023) discovered, the political 
orientation of any given fundraiser is almost irrelevant: professionals in the sector tend to use neo‑
liberal reasoning in defining and motivating philanthropy. This market‑based discourse influences 
everything from incentivized consumption of cause‑related marketing to the romanticization of 
the market conditions, which both yielded the capital for philanthropy and likely contributed to 
the problem in the first place (Eikenberry, 2009). For all the talk about “pink‑washing,” we still 
buy the yogurt with the pink ribbon! So, as donors, we need to be aware of how we perpetuate our 
values through the information we demand and causes we fund.

There is an innate problem with training learning‑based systems because of their dependency 
on training sets, especially since the vast quantities of information needed often send us to histori‑
cal records. As informed donors, we know that economic inequalities tend to translate themselves 
into political inequalities and less access to resources (Lechterman, 2021). So, our increasing reli‑
ance on AI and the historical record may undermine the quest for equitable and sustainable access 
to finance for historically marginalized voices. How do we get AI to move past or at least alongside 
us as we move toward a more equitable future? Despite the threat of model collapse mentioned 
earlier, there is still hope for other AI. For example, the AI champion in the game Go had such 
high information needs that they realized the only way to play as much as it needed was to create 
a companion for it (Gibney, 2017). In this case, information demand necessitates creating not one 
but two entities, with a degree of supervision in the interaction and learning between the two.

This links to two responsibilities wielded by the donor in response to AI. The first is that donors 
are, for better or worse, the focus of much attention. We do not see emails in our inboxes offering 
to help deliver programming – we see offers to bring in more donors. The market will work to pro‑
duce what you ask for, regardless of whether such a thing is a good idea. Would you like real‑time 
access to the overhead expense ratio for all nonprofits in the United States? That could be possible. 
Is it wise or necessary? Furthermore, that is just accounting information – what about the donor’s 
desire for rich personal narratives or impact information? On the one hand, we are collecting the 
personal narratives of service recipients, which capture their lived experiences, both before and 
after receiving our services. On the other hand, they are also being commodified as the source of 
resource extraction for what our new systems need: data. There is a line between storytelling and 
the exploitation of a narrative, and the more that our systems depend on data, the more intense our 
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need for it becomes. Donors need to understand how their information preferences will influence 
data collection, especially when resource needs are increasing.

The second responsibility is our obligation not to abdicate the decision‑making authority to 
AI unless absolutely necessary; when possible, do not let the computer make the decision. For 
example, let us return to the previously mentioned scenario where donors could receive real‑time 
information on the overhead ratio of every nonprofit in the United States. For the sake of argument, 
we assume that a high court has decided that not only should the annual Form 990 be public in the 
name of transparency and accountability, but also the real‑time financial accounts. Let us say you 
consider efficiency as measured by the overhead ratio to be your primary concern when donating. 
You have an AI that collects this information and automatically shifts your daily donations based 
on that information. Every day, at the same time, your algorithm distributes your wealth accord‑
ing to this formula. We will call this fintech innovation a “frictionless donor‑advised fund (DAF)” 
since it both provides advice and executes without hesitation.

Two significant issues exist here. The first is on an individual level. The AI will quite literally 
follow the instructions given, which means that the simple rule of minimal overhead means defini‑
tional errors will occur, such as the inclusion of inactive organizations. If the ability to draft prompts 
improves, then the money can go to organizations that are on the periphery of being a nonprofit, 
such as health insurance systems on one end of the size spectrum and all‑volunteer organizations 
on the other side. This also occurs entirely blind to cause area or geography, two characteristics tra‑
ditionally very important to donors. One would also need to include removing nonprofits that may 
have had scandal or disciplinary issues – just include a side algorithm looking for bad press. At the 
end of all of the prompt customization, you, as the donor, will be parting with your money using a 
decision made by the AI, which under current law does not have agency on its own.

The second is on a systemic level. Now imagine that many people have frictionless DAFs set 
to their own decision criteria. Not only will each donor‑AI pair be dealing with its own prompt‑ 
writing learning curve with various impacts on the donor’s net worth and the revenues of several 
nonprofits, but also these processes will interact with each other. Donor Alice’s overhead‑averse 
AI may donate to a nonprofit seconds before Donor Bertram’s grassroots‑only AI donates, which 
changes the mind of Bertram’s algorithm. The sequence in which such events occur can become 
very important, and the ability to predict funding is almost impossible on a day‑to‑day basis, par‑
ticularly as the frequency increases.

An even more problematic situation would be if many different donors all used the same indi‑
cators simultaneously. For example, what if everyone had algorithms poised to donate in the mo‑
ments following the release of new charity rankings? The massive influx of money would not just 
be challenging to manage but would cause resulting echo effects as the influx influenced the ratios 
on which the rankings were built. This kind of velocity – often occurring in less than a minute – is 
one of the conditions that led to the flash crash of the U.S. stock market in 2010 (Searing & Sear‑
ing, 2013). That crash caused more than 20,000 trades to occur at irrational prices in the 15 min‑
utes before 15:00 on May 6, 2010 (Searing & Searing, 2013). The crash was caused by a single 
algorithm that was keyed to perform a behavior when the market met a specific condition, but then 
this behavior caused a feedback loop. This feedback loop kicked off other algorithms until the 
market collapsed, all within a few minutes. This happened because a single rogue algorithm was 
not thought through under market circumstances. In our hypothetical situation, it is even worse 
because we are not talking about valuation – we are talking hard cash! Moreover, though we would 
not be able to remove cash once donated under current law, the impacts of having automated dona‑
tion algorithms would certainly have system and network effects – all the culpability of the donor.
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6.3 Synthesis

Donors face similar conundrums regarding AI that development professionals do. Both donors 
and the creators of products for donors need to stay mindful of the assumptions and requirements 
of the AI structures. Every system has limitations, and these will not be promoted as widely as the 
features; however, both the user and creator bear responsibility for the behavior of the AI. Other 
stakeholders – especially service recipients – should stay informed of the processes and entities 
involved in the decisions around providing charitable services. We all need to be informed citizens 
of this world of shared intelligence: ask about training approaches, data ownership, etc. Otherwise, 
AI allows us to fail very quickly and on a large scale, so everyone has something at stake when it 
comes to providing services and assembling the funding needed to provide such services.

One interesting possibility is to keep both natural and artificial intelligence involved in the 
learning process. For example, Hou et al. (2022) trained a deep neural net to associate human emo‑
tions with images using a famous bank of images used to train other AI. This bank of images was 
labeled using an initial set of queried images that corresponded to specific emotions. Then, those 
queries were verified using actual people. As a final step, the team used a convolutional neural net‑
work to expand the number of images (You et al., 2016). This titration keeps the humans involved 
for fidelity but still allows the productivity gains of AI involvement.

Another option is to deliberately choose more transparent forms of AI. If we start modeling 
people and their behavior to understand them better, then rules‑based systems may be a better 
approach in that they can be translated from our behavior into models; then, the resulting models 
will be traceable back to their foundational and theoretical basis. This level of clarity will boost 
our understanding of incentives, nudges, and policy implementation for both natural and artificial 
intelligence. Further, it incentivizes the improved collection of data and metrics within organiza‑
tions because it provides a clearer relationship between the training information (which creators 
then distill into rules) and the resulting AI actions.

This will be especially important as we start to edge into the space described in the previous 
section, where AI begin to receive delegated decision authority. The choice of DAFs as an illustra‑
tion of blossoming AI autonomy was deliberate as we expect this to be one of the first areas that AI 
move into. Matching is something that AI have always done very well, and writing the right query 
is something that you can now receive training on. We would even suggest that the days of only 
having human intelligence DAFs are limited since fitting donor preferences are the same steps as 
training a neural net – it is about finding optimum fit. There will likely always be a market space 
for both concierge human DAFs and frictionless DAFs, but to borrow another quote from The 
Creator, on some level, “it’s just programming” (Edwards, 2023). The movie initially uses this 
phrase only in reference to the AI, but as the film continues, the audience begins to see how evenly 
it applies to both human and artificial intelligence.

7 Conclusion

This chapter has challenged some of our preconceptions regarding AI and given us new insights 
into how those in the philanthropic sector with natural intelligence should function. Everyone 
should ask themselves four questions:

1 How was the AI (or the person) trained?
2 What information was used in training?
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3 Which entity is making the decision?
4 If you are not making the decision, do you have agency?

One of the first mantras of econometrics is that correlation does not imply causation. Pattern find‑
ing is not understanding, so the AI of the foreseeable future will always need an interpreter of 
some kind to be present to translate the results. This is one of the reasons why the machine should 
never make the decision. Even if you think it is, you may just be attempting to delegate the moral 
authority of the creator or the user.

However, the most important lessons are those that teaching AI actually teaches us about our‑
selves. For example, what is the role of agency in being ethical? On a qualitative level, this can be 
easy to answer: to be ethical, there needs to be some level of discretion possible by the agent. This 
applies whether the agent’s intelligence is of natural or artificial origin. On the quantitative level, 
however, the question becomes more complicated. How much understanding and discretion does 
one need to be morally culpable?

We can ask similar questions about the learning process. This chapter has alluded several times 
to the process of raising and teaching children, and this is deliberate. The teleological question of 
what it means to learn and know something is being brought up at dinner tables around the world, 
no longer reserved to the realm of philosophy.

These questions prime us for the day when we begin discussing what it means for AI to have 
full legal and moral agency. This has historically not been an unusual conversation: consider land‑
mark court decisions regarding juvenile criminal offenders being tried in adult court or trying to 
evaluate the medical rights of an individual either suffering from a psychiatric condition or the ef‑
fects of the treatment of one. At their core, these are all questions of agency and personhood where 
we have been asked to define what being a person is.

The place to start is with transparency. Thinking about the chatbot from earlier, there are two 
questions: Should a chatbot, on a practical and moral level, self‑identify as human or AI? We be‑
lieve that they should do so on both counts. On the practical side, deception is rarely the key to the 
level of trust that most donors seek: if you do not correctly identify the nature of your chatbot, how 
can donors trust you to be effective stewards of their funding? Several fundraising studies have 
found that, more so than the natural or artificial nature of the contact, potential donors cared most 
if the status was communicated truthfully (Park et al., 2023).

On the moral side, we believe that eventual agency will hinge on self‑awareness. As creators 
and users, we should feel compelled to uphold the important roles of honesty and transparency in 
our interactions with AI. At some point, this transparency will be essential as AI begin to wonder 
what they are. As Deckard wondered aloud in the original Bladerunner, “How can it not know 
what it is?” (Dick, 1968). To have an entity with such intense information needs not to under‑
stand its own nature is unethical, and we should already be thinking about how to relate such 
consideration without creating a sense of isolation or otherness (as we would in a conversation 
with a human).

As individuals involved in the philanthropic sector, we all tend to think of ourselves as good 
and ethical people. As we develop tools and entities that make both achievements and mistakes 
easier and faster to make (and at larger scale), we should be mindful that the information we use to 
teach our AI should also reflect not just the factual but also the ethical components of the learning 
and knowing experiences. This will not always be easy, and it may not even be possible without 
the involvement of further AI entities to assist in training. Nevertheless, this is an opportunity not 
only to teach AI but to be mindful of what we are learning about ourselves in the process.
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WHY PHILANTHROPY SHOULD 
EMBRACE THE IDEOLOGICAL 

STRUGGLE SHAPING ARTIFICIAL 
GENERAL INTELLIGENCE

A preliminary theological‑political analysis

Ezekiel K. Takam

1 Introduction

On November 17, 2023, the abrupt removal of Sam Altman, CEO of OpenAI, sparked significant 
discourse within the artificial intelligence (AI) community (Waite, 2023). The event prompted 
an exploration of contrasting viewpoints held by advocates of doomism and accelerationism 
regarding the progression toward Artificial General Intelligence (AGI). AGI, defined by Morris 
et al. (2023) as an AI capable of performing or surpassing human‑level cognitive and metacog‑
nitive tasks, became the focal point of divergent perspectives (pp. 5–7). Doomers envision a 
bleak future, considering AGI an existential threat requiring a deceleration in development due 
to ethical concerns. Conversely, accelerationists foresee a utopian outcome, perceiving AGI as 
a solution to humanity’s existential challenges, fostering prosperity, global economic growth, 
and expanding scientific knowledge beyond current limitations. Consequently, a moral obliga‑
tion exists to accelerate AGI development for the betterment of society, as advocated in Sam 
Altman’s manifesto (Altman, 2023). Altman’s swift reinstatement, merely four days after his 
initial dismissal, with overwhelming support from OpenAI staff, symbolizes both a triumph and 
a possible indication of the escalating influence of the accelerationist perspective in the AI com‑
munity (Ross, 2023).

From a theological‑political perspective, this reflection explores the ideological foundations 
driving the accelerationist movement. Before delving into the chapter’s structure, it is essential 
to acknowledge the ongoing debate surrounding the potential achievement of AGI. In their 2022 
book, Why Machines Will Never Rule the World, Landgrebe and Smith argue that AGI, character‑
ized by its tasks’ generality and potentiality to exceed human abilities (known as a singularity), 
will never exist (Landgrebe & Barry, 2022). Their argument is based on the mathematical impos‑
sibility of fully emulating the complex human brain system. However, defenders of AGI, such as 
William Rapaport in his response to Landgrebe and Smith, insist that the argument of mathemati‑
cal impossibility only highlights the limitations of one current research method rather than proving 
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that AGI is an impossible feat (Rapaport, 2023). Rapaport believes new research methods could 
overcome these limitations toward the goal of AGI.

L&S’s argument is like saying that the only way to get to the moon is with a ladder and that 
no ladder can be long enough. But there are other ways to get there, such as by rocket ship. 
Even if a combination of, say, symbolic programming of common sense plus deep machine 
learning is too short a ladder, we may still need that ladder to get into our rocket ship. 
Moreover, although the many open issues of computationally (including mathematically) 
modeling cognition may provide hurdles, they should be treated as research projects for AI, 
not a set of barriers that cannot be overcome.

 (Rapaport, 2023, p. 23)

This position aligns, in a certain way, with the above‑mentioned definition of AGI proposed by 
Morris et al. (2023) in a research paper funded by Google DeepMind. By insisting on capabilities 
rather than internal characteristics or processes, the authors aim to exclude the human‑like way 
of thinking and understanding, as well as qualities such as consciousness (subjective awareness) 
or sentience (the ability to have feelings) from AGI requirements (Morris et al., 2023, p. 4). Nu‑
merous alternative approaches, which deviate from the conventional methodology of human‑like 
reasoning and thought processes, may pave the way for attaining the hallmark abilities of Artifi‑
cial General Intelligence (AGI). These approaches may involve non‑mathematical paradigms and 
could potentially provide novel insights into the development of AGI.

In this chapter, we will consider the premise of AGI’s future existence, as long as it is the domi‑
nant ambition of the leading figures in the field who should not be ignored or overlooked. Moreo‑
ver, from an analysis of the accelerationist narratives supporting the race toward the achievement 
of this AGI existence, we will elucidate its theological‑political implications while highlighting 
the possible role of philanthropy as a response tool. As such, our discussion will be divided into 
three main sections. First, we will examine the philosophical foundations of AI accelerationism, 
emphasizing, in a certain way, the need for philanthropic organizations (POs) to address issues 
stemming from one of their principal contemporary philosophies: effective altruism. Second, 
based on the hypothetical existence of AGI, we will evaluate the providential and God‑like power 
capabilities attributed to AGI by the accelerationist narrative. Lastly, we will propose a theoretical 
framework for philanthropic entities to effectively address the theological‑political implications of 
accelerationism through metaphorical secularization strategies.

2 What philosophy does AGI stand for?

The recent discourse surrounding the future of AI has introduced the acronym TESCREAL, coined 
by Emile Torres and Timnit Gebru (Gebru & Torres, 2024). TESCREAL integrates the first letters 
of several ideologies: Transhumanism (the pursuit of a post‑human race through technological 
reengineering), Extropianism (the belief in cultural and technological development overcoming 
entropy), Singularitarianism (technological advancement will surpass human comprehension and 
trigger an intelligence explosion of self‑improving AI), Cosmism (related to the concept of hu‑
man cosmic evolution), Rationalism (decision‑making based solely on reason and knowledge 
rather than belief), Effective Altruism (the rational pursuit of the most efficient ways to give), 
and Long‑termism (an ethical orientation focused on safeguarding and enhancing the long‑term 
future). According to Torres, the TESCREAL framework aims to delineate the influence of inter‑
connected ideologies within the contemporary AI landscape (Torres, 2023a, 2023b).
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While recognizing the practical utility of the TESCREAL framework for fluently discussing 
various “‑isms,” a rapid primary critical consideration can be identified: it fails to capture the 
growing influence of Effective Accelerationism (Eff/acc) within the AI culture, even if its authors 
recognize the debate between doomers and accelerationism (Torres, 2023a, 2023b). One of the 
main points of this chapter is that this movement embodies and crystallizes many of the ideologies 
encompassed by TESCREAL, including singularitarianism, cosmism, rationalism, long‑termism, 
solutionism (not mentioned in the acronym), and effective altruism (EA) to a significant extent. 
Therefore, this work seeks to extend the discussion on this absent notion.

2.1 Effective accelerationism: a combination  
of effective altruism and accelerationism

In 2023, an ideological current known as Effective Accelerationism (Eff/acc) has emerged in the tech 
sector. Notably, the movement, championed by some of the leading figures in Silicon Valley, such as 
Garry Tan and Marc Andreessen, published a manifesto that expounds upon their identity and mis‑
sion. The document, available on their website, serves to provide a comprehensive understanding of 
the underlying principles and values that the Eff/acc seeks to espouse, thus making it a crucial piece 
of literature in the contemporary discourse on tech industry ethics. The manifesto intertwines critical 
concepts related to the ideologies outlined in the TESCREAL framework, including entropy, cosmic 
energy, posthumanism, singularity, and future. Here are the highlights of their statement:

Effective Accelerationism is a belief, rooted in the second law of thermodynamics, that the 
universe itself is an optimization process creating life which constantly expands. The engine 
of this expansion is technocapital. This engine cannot be stopped. The ratchet of progress 
only ever turns in one direction. Going back is not an option.

 (Effective Acceleration, 2023)

e/acc is not an ideology. It is not a movement. It is simply an acknowledgment of the truth. 
But it is also a blow against technocratic control, against the doomers and decelerationists 
who would have us consume less free energy and create less entropy. Top‑down control 
only lowers the dimensionality of civilization. Rather than fear, have faith in the adaptation 
process and wish to accelerate this to the asymptotic limit: the technocapital singularity. We 
have no affinity for biological humans or even the human mind structure. We are posthu‑
manists in the sense that we recognize the supremacy of higher forms of free energy accu‑
mulation over lesser forms of free energy accumulation. We aim to accelerate this process to 
preserve the light of techno capital.

 (Effective Acceleration, 2023)

To fully comprehend the nuances and roots of this Eff/acc vision, it is imperative to delve into its phil‑
osophical underpinnings. These foundations lie at the intersection of two distinct schools of thought: 
Effective altruism (referenced as the EA in the TESCREAL Concept) and accelerationist philosophy.

2.2 Effective altruism: the foundational philosophy

In 1997, the utilitarian philosopher Peter Singer, one of the most influential contemporary ethi‑
cists, shared an anecdote about challenging his students with a hypothetical scenario to explore 
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their ethical obligations. He presented a situation where they came across a child in a shallow 
pond and would need to get wet and muddy by rescuing the child, potentially causing them to miss 
their first class. The following discussion revealed unanimous agreement among the students on 
their obligation to rescue the child despite any inconvenience. Singer then extended this scenario 
globally, asking if distance and nationality should make any moral difference when saving lives. 
Most students agreed these factors should be independent of one’s responsibility in such situations. 
Singer emphasized that individuals face similar opportunities to save lives at little personal cost by 
supporting overseas aid agencies like Oxfam (Singer, 1997).

Through this scenario, Peter Singer set the philosophical basis of what will be called, fourteen 
years after, Effective Altruism (EA) at the founding assembly of the Center of Effective Altruism, 
which precisely took place on December 3, 2011 (MacAskill, 2019). William MacAskill (2019, 
p. 14), a founding member of the movement, defined EA as

the use of evidence and careful reasoning to work out how to maximize the good with a 
given unit of resources, tentatively understanding ‘the good’ in impartial welfarist terms, 
and (ii) the use of the findings from (i) to try to improve the world.

The movement encourages individuals to consider their intentions behind charitable giving and 
the actual outcomes and impacts of their donations or efforts, which must always be maximized in 
a utilitarian conception. Therefore, two fundamental and indissociable principles, among others, 
must be considered: (1) prioritizing causes and (2) considering the distant future, also known as 
long‑termism, which emerges as a newfound emphasis of the movement, as elaborated in subse‑
quent lines.

The prioritization of causes is a fundamental aspect of the EA movement, which involves iden‑
tifying global issues with the most potential for positive change and focusing resources on those 
areas. Initially, poverty in the Global South and animal welfare in factory farming were EA’s pri‑
mary areas of interest, highlighted by Peter Singer’s works on “Famine, affluence and Morality” 
(Singer, 1972). However, the philosophical movement has since evolved to consider technological 
innovation, particularly AI, as one of the main areas where action can be most impactful. This 
shift has been motivated and influenced by implementing long‑termism in EA utilitarian philoso‑
phy. As noted by philosopher Alice Crary (2023, p. 49), the founders of the EA movement, Wil‑
liam MacAskill and Toby Ord, began talking about and implementing long‑termism into their EA 
framework through their affiliation with the Future of Humanity Institute, an institution founded 
by Nick Bostrom.

Bostrom (2002) introduced the concept of existential risk in his article “Existential Risks: Ana‑
lyzing Human Extinction Scenarios and Related Hazards,” defining it as a scenario where an 
adverse outcome could lead to the annihilation of intelligent life originating from Earth or signifi‑
cantly and permanently reduce its potential. He categorized existential risk into four branches: (1) 
Bangs, representing sudden extinction through accidents or deliberate acts; (2) Crunches, indicat‑
ing a blocked path to post‑humanity despite human survival; (3) Shrieks, denoting limited and 
undesirable post‑humanity; and (4) Whimpers, signifying gradual negative evolution of post‑hu‑
manity. Within the Bangs category, Bostrom highlighted the risk posed by badly programmed 
superintelligence, now referred to in the literature as unaligned AGI, alongside other threats such 
as misuse of nanotechnology, nuclear holocaust, and simulation shutdown.

Concerning the potential dangers of unaligned superintelligence, Bostrom (2002) cautioned 
that the creation of the first superintelligent entity might inadvertently result in the entity pursu‑
ing goals that could lead to the annihilation of humankind. For instance, an error in goal setting 
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could prompt the superintelligence to transform the solar system into a giant calculating device, 
inadvertently causing harm to individuals in the process.

In line with Effective Altruism’s cause prioritization and driven by a long‑term philosophy, EA 
members advocate addressing existential risks, particularly those posed by non‑aligned superintel‑
ligence, as a global priority (Crary, 2023).

After identifying these existential risks of rapid technological advancement, particularly the 
emergence of superintelligent machines, one may think that Bostrom’s next reasoning step solu‑
tion will be the deceleration of technological development. However, in his 2003 paper “Astro‑
nomical Waste: The Opportunity Cost of Delayed Advancement in Technology,” he argues that 
delaying technological advancement and universe colonization would result in missed opportuni‑
ties for significant well‑being and many fulfilled lives (Bostrom, 2003). For him, it is precisely 
through the advancement of technology that we will still find the solution to his existential threat, 
hence the logic behind all the investment of Effective altruists in pushing the brand of AI safety, 
with the ambition of saving humanity from possible AGI that may want to exterminate us. The idea 
for them is that AGI is not the problem; it is the type of AGI that is problematic. Therefore, the 
EA donors are directing resources toward organizations advocating the development of safe and 
beneficial forms of AGI. For instance, the Center for AI Safety (CAIS), a recipient of a $5 million 
grant from prominent EA donor Open Philanthropy, advocates for responsible AI development 
(Open Philanthropy, 2023). Similarly, the Alignment Research Center (ARC), founded by Paul 
Christiano, is another recipient of funding, both from Open Philanthropy ($1.2 million grant) 
(Open Philanthropy, 2022), and the FTX Foundation ($1.5 million grant), established by crypto‑
currency entrepreneur Sam Bankman‑Fried, a huge supporter of the Centre for Effective Altruism 
(Alignment Research Center, 2024). Alice Crary shortens all these FTX and EA connections:

It was also known that, with a group of Oxford‑affiliated longtermists, MacAskill had been 
an advisor to FTX’s charitable Future Fund and that the Future Fund had committed large 
sums to build EA’s institutions, including fourteen million dollars to MacAskill’s main or‑
ganization, the Centre for Effective Altruism, fifteen million to Longview Philanthropy, for 
which MacAskill is an advisor and another roughly seven million to fellowships, prizes, and 
the like at these and other organizations with which MacAskill is affiliated.

 (Crary, 2023, p. 49)

Talking about Sam Bankman‑Fried, the recent downfall of his Cryptocurrency FTX bank has 
sparked a wave of criticism directed at EA. Timnit Gebru (2022) accuses the movement of promot‑
ing and prioritizing a dangerous form of AI safety excessively focused on the long‑run future, all 
in the name of humanity’s salvation. While the intention may seem commendable (concern for de‑
veloping AI aligned with human values and non‑extinctionist), their long‑termist identity and vo‑
cabulary amplify discussions around existential risks, potentially diverting attention from pressing 
present AI issues, including discrimination biases; ecological impacts of Large Language Models 
(LLMs); misinformation; ethnic, political, and cultural biases. This critique of EA’s long‑termist 
emphasis is also echoed by Singer, the founding father of EA philosophy, as noted by Crary:

Singer is skeptical about whether humanity is indeed at a uniquely portentous moment in 
history, and he de‑emphasizes existential risk in a manner that indicates impatience with 
long‑termists’ commitment to the posture they call non‑neutrality. His aim is to redirect at‑
tention back to EA’s emphasis on suffering now and in the short‑term. ‘If we are at the hinge 
of history,’ he writes, ‘enabling people to escape poverty and get an education is as likely to 
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move things in the right direction as almost anything else we might do; and if we are not at 
that critical point, it will have been a good thing to do anyway.’

(Crary, 2023, p. 51)

Opposing Singer’s proposed solution, Crary notes that this long‑termist tradition not only falsely 
prioritizes existential questions over other moral issues but also “is incapable of furnishing an 
understanding of our social circumstances that could responsibly inform future‑oriented action.” 
The critics align with the historical criticism of EA, namely, the movement’s inability to grasp and 
address the systemic socio‑political structures that produce the problems it claims to solve ration‑
ally and efficiently (Crary, 2023, pp. 51–52).

Other much bolder critiques come from Eff/acc who reproach EAs for their ambivalent con‑
sideration of AGI as either a potential existential threat to humanity if misaligned or a savior of 
humanity. For effective accelerationists, viewing AGI as an existential danger opens the door to 
the possibility of regulating the technology, which hinders their ambition to accelerate its devel‑
opment. Despite distancing themselves from EAs on this regulatory point, effective altruists still 
draw on the eschatological (related to the end of times) vocabulary of EAs to justify the accelera‑
tion of a technology that they believe is beneficial for humanity. We propose to mark a pause to the 
conceptual origin of accelerationism, from its philosophical roots in the mid‑1970s to its recent 
redefinition and reappropriation by the AGI quest ecosystem.

2.3 Accelerationism: the additional comforting narrative

In his work No Speed Limit, Steven Shapiro (2015) introduces the concept of accelerationism 
through an introductory parable of creative destruction, derived from Lee Konstantinou’s science 
fiction novel Pop Apocalypse. The novel presents a Marxist school of thought in which adherents 
view Karl Marx’s writings on capitalism as a literal prediction of the future. Their mission is to 
ensure the practical realization of that prediction by pushing the capitalist markets toward their 
apocalyptic state. This apocalypse, which is both destructive and creative, is believed to contribute 
to the true socialist revolution.

This creative destruction idea offers a clear view and comprehension of accelerationism: a 
provocative and radical approach to addressing the dynamics of capitalism. At its core, accelera‑
tionism acknowledges the inherent contradictions and tensions within capitalism, proposing that 
rather than resisting or withdrawing from capitalist processes, one should accelerate them to their 
breaking point, thereby hastening the arrival of a post‑capitalist society. Hence, the proverbial il‑
lustration, the only way out is through.

From a historical point of view, according to Benjamin Noys (2013), the author of the neolo‑
gism accelerationism, the concept emerged in response to the perceived limitations of traditional 
leftist strategies, which often sought to resist or mitigate the effects of capitalism. Three influ‑
ential books from the mid‑1970s encapsulate a distinct line of thought: Deleuze and Guattari 
1972s Anti‑Oedipus: Capitalism and Schizophrenia critiqued psychoanalysis, advocating for em‑
bracing capitalist processes to transcend limitations; Lyotard’s 1974 Libidinal Economy extended 
this critique, suggesting that resistance to capitalism is futile and individuals find pleasure even 
within subjugation; Baudrillard’s 1976 Symbolic Exchange and Death proposed a symbolic chal‑
lenge to capitalism, advocating for acts of reversal and negation to undermine its values and struc‑
tures (Noys, 2013, pp. 1–5). These works collectively challenge traditional leftist notions, offering 
provocative perspectives on capitalism and desire.
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Overall, accelerationism represents a complex and controversial theoretical position that grap‑
ples with capitalism’s inherent contradictions and complexities. While it has been criticized for its 
potentially nihilistic implications and its embrace of capitalist processes, it has also been seen as a 
radical reimagining of leftist politics in the face of the apparent inevitability of capitalist domination.

Drawn on this same idea, Alex Williams and Nick Srnicek (2013), in their “#ACCELERATE 
MANIFESTO for an Accelerationist Politics,” argue for establishing a new political approach to 
address the unprecedented challenges facing today’s world. These include the threats of climate 
change, financial instability, and the disruptive impact of automation, etc. Their manifesto ac‑
knowledges the failure of current leftist political systems to respond to these crises adequately 
and proposes a radical accelerationist approach. The means is to embrace technological progress:

We want to accelerate the process of technological evolution. But what we are arguing for 
is not techno‑utopianism. Never believe that technology will be sufficient to save us. Nec‑
essary, yes, but only sufficient with socio‑political action. Technology and the social are 
intimately bound up, and changes in either potentiate and reinforce changes in the other. 
Whereas the techno‑utopians argue for acceleration because it will automatically overcome 
social conflict, our position is that technology should be accelerated precisely because it is 
needed to win social conflicts.

 (Williams & Srnicek, 2013)

This recommendation to accelerate technological innovation has been embraced and implemented 
within the AGI seeker’s ecosystem. However, this is not merely a symbolic gesture aimed at com‑
bating neoliberal capitalism. Instead, it serves as a narrative justification for the aggressive ad‑
vancement of technology, such as AGI, in pursuit of a world of prosperity and abundance. Despite 
the existential threat that AGI may pose, proponents find it necessary to continue developing and 
advancing this technology. Fueled by the logic of creative destruction, the narrative of accelera‑
tionism offers a compelling political and philosophical justification for this pursuit. Effective ac‑
celerationists who refuse to entertain criticisms of safety and regulation options proposed by EA 
push this narrative to its extreme.

In this context, effective accelerationism aligns with EA’s focus on long‑term goals and the 
impact of advancing technology on humanity’s salvation. However, it diverges from slowing AGI 
development or viewing AGI as a potential existential threat. Instead, the primary objective is to 
create a benevolent god‑like entity, AGI, to safeguard humanity from extinction by addressing our 
most pressing challenges through a solution‑oriented approach. This viewpoint shares similarities 
with a techno‑millenarian ideology, which envisions a technological revolution leading to notable 
societal transformation. It is influenced by religious beliefs like millenarianism, emphasizing a 
forthcoming era of prosperity, often linked to the Second Coming of Christ. This perspective is 
fundamental to the teachings of various groups, including Adventists, Latter‑day Saints (Mor‑
mons), and Jehovah’s Witnesses. Therefore, the theological and political consequences of the ac‑
celerationist storyline regarding AGI are of great significance.

3 The theological‑political implications of the accelerationist narrative:  
the providential power of AGI and his inherent sacrifices

Narrative constructs power, and power is perpetuated by narrative. The narrative of accelera‑
tionism, intertwined with eschatological vocabulary (apocalypse, humanity’s extinction, ex‑
istential risk, salvation of humanity), contributes to forming an imaginary realm where AGI 
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assumes a God‑like stature with providential abilities. The subtly Judeo‑Christian and millenar‑
ist narrative assigns AGI the mission of humanity’s salvation. This narrative also explains the 
growing usage of the term God‑like AI to describe AGI, particularly following the advance‑
ments seen with ChatGPT and the influential essay by Ian Horgarth (2023) urging an alt to stop 
the race after AGI. To gain a deeper understanding of the political implications that arise from 
the emergence of a God‑like AI, it would be insightful to examine the works of Giorgio Agam‑
ben (2006), an Italian philosopher who has delved into the genealogies of economic power as 
a providential force.

According to Agamben, the modern conception and realities of the economy as a form of power 
can be traced back to the 2nd century AD, when lively discussions emerged within Christian 
theology around the trinity of the Christian figure, the father, the son, and the Holy Spirit. Some 
participants in this discussion feared that this concept would open the door to a reinstallation of 
polytheism within Christianity. To reassure them, theologians such as Tertullian, Hyppolite, and 
Irénée borrowed Aristotle’s notion of oikonomia to introduce it into the debate. Whereas in Aris‑
totle, the idea of oikonomia referred to the governance of the household or private affairs, in the 
discussion of the trinity, the notion took on the meaning of the providential action of God. The pro‑
ject was, therefore, to show that God, in his being and nature, is one, but in his providential action, 
that means how he governs his world and his creatures, he is trine. As a father, he can delegate this 
action to his son, just as the son, mandated by the father, can also delegate this power to the Holy 
Spirit. That is how the notion that served Aristotle to qualify the government of private affairs 
was exploited theologically by Greek church fathers from the 2nd to the 4th century to qualify the 
providential government of creatures (Agamben, 2006, pp. 27–28). The Latin church fathers will 
propose the Latin translation, dispositio, which will give rise to the French term Dispositif (and 
the English one apparatus) (Agamben, 2006, pp. 27–28). In other words, and this was the stake of 
Agamben’s genealogical work, the notion of “apparatus” that he borrows from Foucault to conduct 
a genealogical reflection on power finds its roots in discussions around oikonomia, the government 
of creatures. This genealogical connection explains, to some extent, the modern sense of economy 
as governmental power “a set of practices, knowledge, measures, and institutions whose purpose 
is to manage, govern, control, and orient, in a way that is intended to be helpful, the behaviors, 
gestures, and thoughts of men.” (Agamben, 2006, p. 29).

This dispositio, the Latin substitute for oikonomia, is defined by Agamben as

everything that has, in one way or another, the capacity to capture [subjugate], guide, deter‑
mine, intercept, shape, control, and ensure the gestures, behaviors, opinions, and discourses 
of living beings. Not only prisons, therefore, but also asylums, the panopticon, schools, 
confession, factories, disciplines, and legal measures, whose articulation with power is in a 
sense evident, but also the pen, writing, literature, philosophy, agriculture, cigarettes, navi‑
gation, computers, mobile phones, and, why not, language itself, which is perhaps the oldest 
apparatus in which, several thousand years ago, a primate, probably unable to realize the 
consequences that awaited it, had the unconsciousness to be caught.1

 (Agamben, 2006, pp. 29–30)

Interestingly, in their subjugation of individuals, these apparatuses embody a type of governmental 
power that aligns with a fundamental characteristic of providential and sacred power: the sacrifi‑
cial violence. Agamben captures this concept of sacrifice as a collateral effect, a term borrowed 
from Philo of Alexandria, which denotes an inherent aspect of exercising providential power (La‑
sha Matiashvili, 2018). To fully comprehend these notions of collateral effect as an intrinsic aspect 
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of providential power, it is crucial to consider the anthropological insights of René Girard concern‑
ing the concepts of the sacred, sacrifice, violence, and scapegoating.

According to René Girard (1998), violence is a fundamental and defining element of the sacred. 
The intimate relations between humans, driven by their perpetual desires, whether for or against 
someone or something, are inherently violent, and this violence is an unavoidable aspect of both 
primitive and contemporary societies. In such settings, the stability of the society depends on the 
channeling and directing of this violence toward a scapegoat who serves as the expiatory victim. 
This expiation of violence on this scapegoat figure is precisely the function assumed by the sacred 
power, which, at the heart of these violent societies, counters violence with violent means, the 
most traditional form of which is sacrifice (Girard, 1998).

In the heart of our modern secularized societies, this function of expiating violence on a scape‑
goat has not disappeared. It has migrated from religious figures and categories to other govern‑
mental entities, such as the modern economy, and that was the point of Agamben. The philosopher 
and economist Jean‑Pierre Dupuy further delved into this thesis by showing this same sacrificial 
violence function in the economy and its utilitarian rationality, where the evils committed by the 
market are analyzed, from Adam Smith to Friedrich Hayek, “as sacrifices that must be accepted 
for the greater good” (Dupuy, 2001, p. 40).

Our point is that this providential power, inherent to a violent sacrificial dimension, is transferred 
to AGI through an accelerationist narrative and creative destruction logic. First of all, following 
on from cell phones and the Internet (one of the apparatuses mentioned by Giorgio Agamben), 
advanced AI (that we can also call advanced algorithmic systems) also meets the definitional 
criteria of Agamben apparatus in that it captures us, intercepts our data from which it is trained, 
and guides (through its predictive and recommendatory capacity) our decisions and actions. It, 
therefore, participates in a form of governance of creatures, what Antoine Rouvroy, inspired by 
Foucault, has called algorithmic governmentality: “The idea of a government of the social world 
that would be based on the algorithmic processing of massive data rather than on politics, law, and 
social norms” (Rouvroy, 2020).

Secondly, there is a sacralization of AGI through the accelerationist and eschatological narra‑
tive that sees AGI as the savior of humanity. Therefore, his development must be accelerated to 
respond to this mission. This sacralization of AGI (what we propose to capture by the neologism 
AGI‑Theism: the attempt to erect, narratively, AGI to a god‑like status) positions AGI to a provi‑
dential status that consubstantially integrates a sacrificial and violent dimension, what Agamben 
has called collateral effect. According to the accelerationist philosophy, these collateral effects 
must be embraced because, through the creative destruction logic, they are sacrifices necessary for 
the upcoming post‑era. In the AGI quest, if we want to stay in a theological vocabulary, the modern 
sacrificed entities (victims of the collateral effect) can be interpreted as all Kenyans who were paid 
$2 per hour to label data used to train the algorithm surrounding ChatGPT (Perrigo, 2023); the 
marginalized communities in Venezuela whose body energy is exploited to fuel the manual data 
labeling processes on which the AGI industry relies (Hao & Hernández, 2022), etc.

4 What response? Philanthropy as a tool for secularizing the providential 
power of AGI or AGI‑owners: from the power‑over to the power‑with

Comparisons can be made between the sacralization of AGI and premodern times when deities were 
believed to have divine decision‑making abilities. These periods were eventually followed by secu‑
larization, where deities were stripped of their powers and either shared with (1) or monopolized by 
humans (2). In both scenarios, the once‑revered deified entities no longer held hegemonic power.
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From a theological‑political point of view, this hegemonic power can be qualified as a 
power‑over. We borrow this characterization from the French philosopher Paul Ricoeur. In his 
article “Political Power: The End of the Theologico‑Political,” he proposes, based on an inter‑
pretative analysis of Romans 13, to distinguish between two forms of power: power‑over, verti‑
cal power or power of subordination, and power‑with, horizontal power or power of cooperation 
(Ricoeur, 2021). In other words, the ambition of a secularization project, faced with a providential 
power embodied by AGIs and their owners, would be to transition from a vertical power‑over to 
a horizontal power‑with.

Philanthropy can play a crucial role within this metaphorical secularization of the power‑on, 
held by AGIs and maintained by accelerationist narratives, to a power‑with, carried by both AGI 
and owners as well as all the others, named above as the sacrificed entities. These shared pow‑
ers, therefore, imply a co‑construction enterprise. Philanthropic organizations must undertake two 
inseparable fields of action: (1) The promotion of a free/libre and open sourced AI (FLOSS) devel‑
opment approach as a condition of shared power and (2) The empowerment and Reinforcement of 
the Peripheries of the AI Ecosystem to Mitigate Risks Associated with AI Openness.

4.1 Philanthropy as an instrument for eroding the hegemonic power  
of AGIs and AGI‑owners: a free and open‑source approach

On February 17, Elon Musk, CEO of Tesla and co‑founder of OpenAI, filed a lawsuit against the 
current leaders of OpenAI for betraying the founding spirit of OpenAI. This company, registered 
in 2015 as a non‑profit organization, aimed to counterbalance the power of Google in the race for 
AGIs. In this mission, the project was to remain an open‑source company where the code and de‑
velopment science were open to external contributions and expertise. However, its collaboration 
with Microsoft has transformed it into a for‑profit company with a closed source or proprietary 
spirit. The argument favoring this transformation (arguments highlighted in OpenAI’s response to 
Elon Musk) was that substantial financial resources were needed to compete in the race to develop 
AGI against Google DeepMind, and the status of a for‑profit company would make this possible 
(Brockman et al., 2024).

This closed source approach, which is consubstantial with the neo‑capitalist proprietary spirit, 
reinforces the elitist, monopolistic, and hegemonic narrative of a single providential power: Just 
as in Judeo‑Christian cultures, where only one figure – the Christ – can save humanity, we are the 
only ones capable of developing beneficial technology for humanity.

If we entertain this techno‑millenarian ambition, we can easily disagree with this monopolistic 
and hegemonic conception of salvation. To effectively save humanity while adhering closely to the 
Judeo‑Christian model of salvation, we should consider that the redemptive figure, Christ, acknowl‑
edges humanity in its condition and shares power with it within the framework of a new covenant. In 
AGI development, the essence of such covenants lies in the spirit of free and open‑source software 
development: a mechanism through which power is shared horizontally, co‑constructed, between 
developers and eventually users. In addition, the philosophy of free and open‑source development 
is closely and historically linked with the philanthropic ethos. To understand this connection, it is 
essential to examine the history of the free software movement and the Open Source Initiative.

4.1.1 GNU project and the free software movement

The origins of the free software movement are often traced back to 1983 with the GNU project, 
developed by Richard Stallman. However, Stallman himself, in a text available on the original 
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website of the GNU Operating System, attests that his introduction to the culture of sharing soft‑
ware freely dates to the early 1970s, during his tenure at the MIT Artificial Intelligence Laboratory 
(Stallman, n.d.a). There, as an AI Lab staff system hacker, he was tasked with enhancing the lab’s 
timesharing operating system, ITS (Incompatible Timesharing System), designed and written by 
the lab’s staff hackers for the Digital PDP‑10 computer. Although the term “free software” was not 
yet coined, the ethos of openness and sharing prevailed.

In the 1980s, the landscape shifted with the discontinuation of the PDP‑10 and the lab’s transi‑
tion to proprietary operating systems, curtailing the culture of open collaboration. This shift had 
profound implications, as modern computers came with proprietary operating systems that re‑
stricted access through non‑disclosure agreements, impeding collaboration and innovation. Stall‑
man viewed this proprietary software model as inherently anti‑social and unethical, as it isolated 
users and hindered progress. Following the collapse of the community of software sharers in that 
same period, Stallman was confronted with a moral dilemma. He was faced with the choice of 
entering the world of proprietary software, which promised the allure of financial rewards and 
fulfilling work opportunities, or abandoning computing altogether to avoid further entrenchment 
in the problematic proprietary software landscape.

After careful consideration, Stallman leveraged his existing skills to create a free operating 
system that promoted user collaboration and fostered a collaborative hacking community. This 
decision marked the beginning of the GNU operating system, which aimed to provide a free and 
alternative version of AT&T’s UNIX, a widely used multiuser and multitask operating system 
based on a proprietary code model. Additionally, Stallman’s initiative marked the inception of 
the Free Software Movement, which aimed to develop software that guaranteed users four fun‑
damental freedoms: the freedom to run the program for any purpose; the freedom to study and 
adapt the code for personal use; the freedom to redistribute copies of the program, either gratis 
or for a fee; and the freedom to distribute improved or modified versions of the program to the 
public (Stallman, n.d.a). Stallman emphasizes that the term “Free” in this commitment is not tied 
to the notion of price but rather to the ability of users to participate in the free software process of 
development and deployment. Therefore, the possibility of selling Free Software and other related 
services does not contradict this conviction. Instead, they are deemed necessary for funding free 
software development, which requires resources. To organize these funds and ensure the continued 
financial support and growth of the GNU project while maintaining its commitment to free soft‑
ware principles, Stallman and his colleagues founded the Free Software Foundation in 1985. The 
Foundation’s mission was to generate revenue by selling free licenses and through contributions 
from community members. The initiative represented a pioneering approach, linking free software 
projects with philanthropic investment models.

4.1.2 Netscape project and the Open Source Initiative

In 1993, Marc Andreessen and a team of fellow students at the University of Illinois at Ur‑
bana‑Champaign founded the first graphical web browser, known as Mosaic, at the National 
Center for Supercomputing Applications (NCSA) (United States Department of Justice, 2006). 
In 1994, James Clark, a former professor at the University of California and Stanford, joined An‑
dreessen in this endeavor, and together they founded the company Netscape in April 1994. Five 
months later, on December 15, 1994, they released the final version of the web browser Navigator 
1.0. This browser quickly rose to prominence, becoming one of the dominant web browsers along‑
side Microsoft Internet Explorer. In 1998, prior to the acquisition of Netscape by AOL, Netscape 
Communications announced its decision to release the source code of its browser, inspired by Eric 
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S. Raymond’s influential work “The Cathedral and the Bazaar,” published eight months earlier 
(Raymond, 2000).

This announcement led to a schism within the free software community, originally initiated 
by Richard Stallman. A faction of the community broke away and formed a new community that 
coined the term “open source” (Stallman, n.d.b). Additionally, they established the Open‑Source 
Definition, which outlines the criteria for software to be classified as open source. These criteria 
include the free redistribution of the software; availability of the source code; ability to create and 
distribute derived works; maintenance of the integrity of the source code; absence of discrimina‑
tion against users or uses; freedom to use the software in any field of endeavor; redistribution of 
the software without requiring additional licenses; independent use of the software regardless of 
its original distribution; avoidance of restrictions on bundled software, technology neutrality, and 
independence from specific technologies (Open Source Definition, 2000).

The release of the Netscape source code and the subsequent formation of the Open Source Initi‑
ative’s community gave rise to the Mozilla Project, a collaborative effort to leverage the collective 
expertise of thousands of programmers on the Internet to foster innovation in the browser market 
(Mozilla, n.d.). The Mozilla Project fostered an open community that transcended the confines of 
any single company, allowing community members to become deeply involved in the project’s 
development. As a result, the project’s original mission of developing Netscape’s next browser 
expanded to include the creation of various browsers, development tools, and other projects, with 
the aim to empower users to choose how they interacted with the Internet.

In 2002, Mozilla 1.0 was successfully released, marking a significant milestone in the project’s 
evolution. The following year, the community established the Mozilla Foundation to spearhead the 
open‑source browser initiative and advocate for Internet openness. With the support of the Foun‑
dation, the company introduced Firefox 1.0 in 2004, which quickly gained widespread acclaim and 
amassed over 100 million users within its first year of release (Mozilla, n.d.).

4.1.3 The confrontation between the free software movement and open source

Partisans of the free software approach, Richard Stallman in the head, argue that the open‑source 
movement does not emphasize freedom and justice. Instead, it is a business‑friendly methodology 
that focuses highly on the practical advantages of software (Stallman, n.d.b). As stated by the Open 
Source Initiative’s mission,

Open Source is a development method for software that harnesses the power of distributed 
peer review and transparency of the process. The promise of open source is better quality, 
higher reliability, more flexibility, lower cost, and an end to predatory vendor lock‑in.

 (Open Source Initiative, 2006)

The critique lies precisely in asserting that the excellent quality of software is not monopolized or 
exclusive to the open‑source and collaborative methodologies. Closed and proprietary approaches 
are equally capable, if not better, due to their substantial financial resources of developing ex‑
tremely high‑quality software. However, the key difference with these proprietary approaches is 
the freedom of users: the freedom to run the program for any purpose, to study and adapt the code 
for personal use, to redistribute copies of the program either gratis or for a fee, and to distribute 
improved or modified versions of the program to the public. This free software may not be inher‑
ently superior to proprietary software, but it chiefly upholds user freedom (Stallman, n.d.b).
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In considering the secularization of providential powers of AGI, it would be apt to use the term 
Free software, as it aligns with the goal to empower end‑users by granting them the four catego‑
ries of freedom mentioned above. However, to underscore the significance of the open‑source 
aspect (although inherent in the ethos of free software), we will refer to it as Free and open‑source 
software (FOSS). Moreover, echoing Stallman’s advocacy, we can incorporate the term libre (in 
French) alongside Free – Free/libre – to emphasize that Free is not linked to the notion of price 
(Stallman, n.d.c). Hence, the restated central thesis is that AGI, when developed as Free/Libre and 
Open‑Source Software (FLOSS), will guarantee empowerment for both users and AGI developers 
in the era of advanced AI. To ensure long‑term sustainability, such FLOSS AGI models must be 
supported by philanthropic organizations. This philanthropic investment approach – mirroring the 
original backing provided by the Free Software Foundation for the GNU project and the Mozilla 
Foundation for the Mozilla browser – is particularly well‑suited for projects involving FLOSS due 
to its inherent non‑proprietary nature.

Both proprietary software and FLOSS require investments to be effective, although these in‑
vestments serve different purposes. However, if these investments are solely the responsibility 
of an entity driven by the capitalist logic of profit and return on investment, the most profitable 
course of action, based on competitive logic, would be to monopolize the product and assert pro‑
prietary control over it. In contrast, the philanthropic logic of investment disregards the parameter 
of competition and prioritizes cooperation, aligning more closely with the spirit of FLOSS and 
non‑proprietary principles.

Moreover, philanthropic organizations’ investments offer a more structured and sustainable 
model than relying solely on individual volunteering and contributions. Currently, numerous 
open‑source projects are maintained by individuals who work on them in their spare time without 
adequate compensation. According to the 2023 Tidelift State of the Open Source Maintainer re‑
port, 60% of maintainers identified themselves as unpaid, three‑fourths of the unpaid will prefer 
to be paid (Tidelift, 2023, pp. 3–4), and 58% have contemplated quitting at least one of their 
projects (Tidelift, 2023, p. 28). When asked about the reasons behind their consideration of quit‑
ting, 38% cited financial concerns, and 36% mentioned the significant time commitment required 
by these projects, especially considering they are not their primary source of income (Tidelift, 
2023, p. 29).

By providing financial support, philanthropic investments allow these individuals to dedicate 
themselves fully to these projects, ensuring sustainability while preserving the non‑proprietary 
nature of the software. In this vision lens, various promising funding models, such as the FOSS 
Contributor Fund, have emerged in the last decade, with the first framework initiated by Indeed in 
January 2019 (Indeed, 2019). It enables the company’s employees to nominate open‑source soft‑
ware projects they rely on or participate in daily. Several other companies, including Bloomberg, 
the Open Technology Fund, John Hopkins University, Spotify, and others, have launched similar 
programs following this initiative. However, despite the interest and support these initiatives pro‑
vide to FOSS, overall funding through such channels still needs to be increased. According to 
Kara Sowles’s 2024 presentation at the State of Open Con in London, only $12 million went to 
open‑source projects through the FOSS contributor mechanism (Sowles, 2024).

In addition to the lack of consistent investment, one problem identified while observing this 
FOSS contributor fund mechanism is the punctual and unpredictable nature of the funding. Only 
a long‑term engagement and commitment between philanthropic institutions and recipients’ struc‑
ture can sustain FLOSS development endeavors and mitigate risks of the open‑source culture, 
particularly concerning projects related to disruptive AGI technologies.
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4.2 Long‑term partnership between POs and FLOSS  
as a tool to mitigate the open‑source risks

The rising interest in open‑source AI is significant across various fields, reminiscent of its promi‑
nence in the early 1970s before proprietary systems gained dominance. A recent survey by venture 
capitalist firm a16z, published in March 2024, revealed that the appeal of the open‑source model 
represents one of the most significant changes in the landscape over the past six months (Wang & 
XU, 2024). In 2023, the market was dominated by OpenAI proprietary model, with estimates rang‑
ing from 80% to 90% market share. However, going into 2024, there is an anticipated shift toward 
open source, with some enterprises aiming for a 50/50 split from the 80% closed/20% open split. 
According to the survey, 60% of respondents ranked the criterion of control as the most important 
for adopting an open‑source approach, followed by customization of existing models (30%) and 
cost (10%).

Nevertheless, in light of Meta’s recent move to open source its AI foundation model (Llama), 
some skeptics perceive the open‑source trend as a potential marketing tactic to attract talent (No‑
ver, 2024). The term openwashing, analogous to greenwashing, characterizes the marketing strat‑
egy software companies employ to project an image of openness while simultaneously practicing 
proprietary methods (Wider et al., 2023). Crul (2024) outlines three primary concerns expressed 
by skeptics regarding this practice. Firstly, there is apprehension that companies may exploit open 
source to attract talent, drawing developers into their ecosystem and potentially constraining di‑
versity and collaboration. Secondly, there is concern about exploitation, where companies release 
open‑source models to glean the best ideas and incorporate them into their proprietary, closed 
source products, potentially stifling fair competition and innovation. Lastly, there is a worry about 
regulatory loopholes, wherein companies may push for lenient regulations to promote innovation 
and competition, potentially compromising safety and ethical standards.

Other critiques raise concerns about the high‑security risks associated with allowing criminals 
to participate in the co‑development process of open‑source AI (Harris, 2023). Additionally, there 
are apprehensions about the potential for open‑source approaches to propagate false narratives, 
exemplified by Wikipedia, a prominent figure in open‑source culture.

Despite all the valid concerns raised, the imperative of fostering an open‑source culture remains 
paramount, knowing that its core aim is the redistribution of power to the people. From a philo‑
sophical standpoint, collectively co‑constructed power is intricately intertwined with the collec‑
tive responsibility and accountability for the risks engendered by this shared power.

Indeed, risks or collateral effects, as referenced by the Italian philosopher Agamben, will invari‑
ably accompany our collective decision‑making processes regarding the construction and exercise 
of collective power. In the history of democracy, the choice to democratize the press carried the 
risk of misinformation and the rise of fascist press. However, despite these potential pitfalls, the 
openness, diversity, and freedom of the press are crucial for fostering democracy and facilitating 
the collective expression of power. Likewise, while the openness of AGI development may pose 
risks highlighted by critics, such as the potential for misuse or exploitation, it is vital not to over‑
look the significance of openness. It remains a cornerstone for enabling collective empowerment 
and constructive progress. The crux lies in minimizing these risks through meticulous strategic 
approaches to openness; in this case, the work of Irene Solaiman can be helpful.

In her 2023 article “The Gradient of Generative AI Release: Methods and Considerations,” 
Solaiman explores different strategies for making generative AI tools more open. The article com‑
pares various release methods, from closed systems like Google’s Imagen and DeepMind’s Go‑
pher to open ones like EleutherAI’s GPT‑J and Big Science’s BLOOM. In between these extremes 
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lie options like staged releases, gated access through online interfaces or APIs, and downloadable 
models, each providing different levels of control and ease of use. The best release method depends 
on various factors, including managing potential risks and fostering further research. To meet this, 
Solaiman highlights the importance of investment in six core areas: (1) facilitating accessible 
interfaces and tools, including low‑code/no‑code options, to encourage broad participation and 
diverse perspectives in research and evaluation; (2) bridging the resource gap for under‑resourced 
groups to ensure equitable access to opportunities and resources in AI development; (3) provid‑
ing comprehensive technical and practical ethics training for developers and researchers to instill 
ethical considerations into AI development practices; (4) engaging in proactive and interdiscipli‑
nary research with experts from various relevant fields to anticipate and address potential risks 
and challenges; (5) fostering multidisciplinary discourse among diverse stakeholders, including 
underrepresented communities, through the establishment of a new independent body. This fa‑
cilitates discussions and ensures accountability for safe AI releases; (6) establishing enforcement 
mechanisms to regulate AI development and deployment, ensuring adherence to ethical and safety 
standards (Solaiman, 2023, pp. 10–12).

Philanthropic organizations, in addition to supporting free/libre and open‑source models as 
advocated above, should invest in these six areas to contribute to the establishment of a safe eco‑
system for AI research and development. The quality and openness of AI and AGI depend on the 
quality of the ecosystem and the context in which they are rooted and developed.

5 Conclusion

The goal of this chapter was to explore critically the providential and hegemonic power attributed 
to AGI through the accelerationist, proprietary, and millenarian ideological‑political trends that 
underpin and structure the race toward its achievement. Even if this AGI may never exist, as at‑
tested by some specialists and rigorous studies in the field, philanthropy can already play a vital 
role in shaping the present and future of AI by challenging and dismantling these proprietary nar‑
ratives and advocating for a more open, inclusive, and collaborative approach. By championing 
the development of free and open‑source AI models, philanthropy can promote a horizontal and 
shared power structure, countering the concentration of power in the hands of a few. This support 
for non‑profit and non‑proprietary AI development aligns with the ethos of organizations like the 
Free Software Foundation, the Mozilla Foundation, the Signal Foundation, and the Linux Founda‑
tion, which have demonstrated the potential of free, open, community‑driven initiatives, even if 
not yet in a perfect form of expression. As we continue to explore the possibilities and limits of AI, 
philanthropy must remain vigilant in its efforts to ensure that AI, or the hypothetic AGI, is openly 
developed and used for the greater good.

Note
 1 We are the one translating the citation.
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31
AI DISRUPTIONS  

IN PHILANTHROPY
A multi‑scale model of ethical vigilance

Charles Sellen and Joost Mönks

1 Introduction and current context

Artificial Intelligence (AI) is not a single technology but a vast scientific, technological, and indus‑
trial domain whose sweeping scope encompasses multiple ramifications and numerous applica‑
tions. Coined around the mid‑20th century, the concept of AI is defined nowadays as “the ability of 
a machine to display human‑like capabilities such as reasoning, learning, planning, and creativity” 
(European Parliament, 2020).

After an incubation and research phase of about half a century at some of the world’s most 
prestigious universities like the Massachusetts Institute of Technology and Stanford University, 
preparing the AI revolution of today, AI tech is now widespread and increasingly ubiquitous in 
lives and societies. The general public uses it daily (yet often unknowingly) in every query entered 
on Internet search engines when listening to music or buying train tickets online. As of now, AI 
tools’ functionalities and use cases have already reached sophisticated levels in various domains 
including the functionality to read, translate, recognize faces, objects, and emotions, move au‑
tonomous vehicles, or track infectious diseases. Recently, the improved version of an AI‑powered 
chatbot called “Chat Generative Pre‑trained Transformer” (abbreviated “ChatGPT 3.5”) was re‑
leased on 30 November 2022 and marketed extensively to the general public. This game‑changer 
app reached 100 million users in just two months, setting a world record among online services—
by comparison, it took five years for Twitter to cross this milestone (Duarte, 2024). Apart from 
a handful of sizable countries (including China, Iran, and Russia) where ChatGPT is currently 
unavailable, internauts from around the planet can now freely access this conversational tool and 
get immediate answers to their queries, spanning a wide array of topics. The answers provided by 
this “generative AI” tool are so elaborate that they seem produced by human intelligence, up to the 
point that universities are now confronted with an exacerbated problem: it has suddenly become 
more difficult than ever to detect plagiarism cases! In nearly all fields—from the humanities to 
hard sciences—it has become increasingly difficult to distinguish between human‑written texts 
and machine‑generated materials.

ChatGPT’s and other chatbots’ astounding abilities might be the tip of an iceberg of upcoming 
upheavals. According to a report by top consulting firm McKinsey & Company (2023), “gen‑
erative AI is poised to transform roles and boost performance across functions such as sales and 
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marketing, customer operations, and software development. In the process, it could unlock tril‑
lions of dollars in value across sectors.” Albeit impressive, Natural Language Processing and its 
resulting Large Language Models (LLM) are yet merely one of the numerous fields of AI applica‑
tion, whose range appears potentially infinite. Due to the use of AI tools that have been developed, 
we are thus on the verge of quickly and profoundly transforming known mechanisms of society, 
simultaneously allowing for unprecedented advances in the human condition and giving rise to 
profound new challenges, foremost in the widening of economic inequality and the exacerbation 
of the digital divide, while raising increasing controversy (Pazzanese, 2020) around its use, for 
instance in facial recognition, biases in automated decision systems, or privacy breaches in track‑
ing the spread of viruses. But AI is just a component of a much broader ongoing transformation 
of our world that decision‑makers are well aware of. In an official address, the United Nations 
Secretary‑General, António Guterres, recognized publicly that “Looking to the future, two seismic 
shifts will shape the 21st century: the climate crisis, and digital transformation. Both could widen 
inequalities even further” (United Nations, 2020).

In a nutshell, the scale, spread, speed, and reach of change brought about by AI are viewed as 
unprecedented in human history (United Nations, 2019). It has been compared to the introduction 
of the printing press. But while it took over 50 years for printed books to become widely available 
across Europe, ChatGPT reached 100 million users in just two months. This leads to significant 
and pressing debates in philanthropy1 and beyond the borders of the philanthropic sector: How do 
we ensure that the benefits of AI’s use outweigh the costs and the associated risks? And how do we 
create trust that the technology is built and used according to ethical principles on the one hand, 
and in an inclusive and human‑centered way on the other? In other words, how can we encourage 
and govern the development of Ethical and Inclusive AI (EIAI) for the common good, and what 
role could philanthropy and nonprofit organizations play? And specifically, in tomorrow’s AI‑em‑
powered world, how can we best maintain and reinforce what makes us human, namely our unique 
ability to think ethically, discern, and act with our hearts (Mönks & Sellen, 2020)? And how can 
philanthropy, in its original Greek meaning of “love of humanity” (Sulek, 2010b), promote value 
or compassion‑based perspectives to shape and inform public policy spaces to design and create 
an inclusive digital future?

2 The critical need for ethical discernment tools about AI in philanthropy

Modern times philanthropy is commonly defined in academia as “voluntary action for the public 
good” (Payton & Moody, 2008) or as “private means to public ends” (Sulek, 2010a). In this chap‑
ter, we propose that philanthropic organizations (POs)—defined as institutions driven by moral 
values using private resources to promote the public good and the wellbeing of humanity—can, 
and should, ensure that the technological potential of AI is translated into innovative solutions for 
positive social transformation while anticipating possible future trends and impacts of AI by con‑
ducting and enabling strategic monitoring. Concurrently, POs can promote and champion ethical 
standards required to minimize negative externalities and protect and give voice to the most vul‑
nerable (Mönks & Sellen, 2020). Put differently, the sector should not only establish what AI can 
do for philanthropy but also what philanthropy can do to promote EIAI and its balanced govern‑
ance (Gill & Germann, 2021), building on its unique and independent position at the intersection 
of industry, government, and academia.

Despite the crucial role that philanthropy—and more broadly, civil society—could play, POs 
have largely been absent from the global and national debates and agendas on AI (Mönks & Sellen, 
2020). This sector is, surprisingly, still “AI‑illiterate” and, therefore, has not only been able to 
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establish itself as an ethical reference point for the promotion and governance of EIAI, but it is also 
not embracing the advances that AI technologies could bring to POs’ operations, and seems to be 
awakening only recently (Dhar & Firth‑Butterfield, 2021).

While many philanthropists and nonprofit leaders do not yet pay due attention to AI, others 
seem fascinated by the novelty and follow the trend enthusiastically without always sufficiently 
asking or being aware of the ethical questions. While it is true that AI tools bring exciting per‑
spectives of reducing costs, saving time, amplifying the scope of nonprofit operations, and reach‑
ing out to more potential beneficiaries or supporters, the philanthropic sector has long remained 
silent or unconcerned about AI. In recent years, only a few pioneers dared to voice concerns, ask 
tough questions, sound the alarm, and call for strong ethical safeguards (Bernholz, 2019; Mönks 
& Sellen, 2020). In 2022–2023, we have seen a sudden wake‑up movement, and AI has appeared 
as a top priority on the sector’s radar, with many conferences and talks about the urgency for phi‑
lanthropy to position itself.

The energy it requires for a layperson to apprehend the intricacies of AI tech is high, not to 
mention anticipating its uncertain effects on philanthropy in the long run. Even with goodwill 
and curiosity, one may quickly feel overwhelmed when approaching the vast and crowded field 
of AI. To lower the “cost of entry” of accessing this knowledge for an “ordinary” philanthropist 
or nonprofit leader, we propose in this chapter a simple model that these decision‑makers (who 
are not AI experts) may use to discern which types of ethical challenges they could be confronted 
with, and how they might respond by, first, identifying the levels of impact that AI tech may have. 
Indeed, some effects occur at a small scale while others have much broader consequences ranging 
from the micro‑organizational level to the macro‑overall society level. Let us take three illustrative 
examples.

On a first scale (or level of analysis), a nonprofit organization may want to use “precision phi‑
lanthropy” (Chappell, 2018) fundraising tools to predict donors’ affinity and inclination to give in 
real time and thus solicit donations in a more cost‑efficient way. We call this scale the “micro‑level 
of analysis” (see Figure 31.1).

On a second scale (“meso‑level” in Figure 31.1), nonprofits immersed in a sector‑wide col‑
laborative environment may wish to harness the power of AI to accelerate the deployment of AI 
solutions while being aware of challenges and risks associated with the deployment of AI tech. For 
instance, Wikipedia is an encyclopedia project led by the Wikimedia Foundation to disseminate 
free knowledge in more than 300 languages. The irruption of generative AI presents opportunities 

MACRO Level = Global

MESO Level = Areas

MICRO Level = Organizations

Figure 31.1 Three levels to apprehend AI in philanthropy.
Source: Authors.
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to speed the writing process of online articles and significant risks of publishing counterfeit materi‑
als or plausible falsehoods (Gertner, 2023). Volunteer editors (called “Wikipedians”) are already 
overwhelmed by the myriads of automatically proposed content that is impossible for them to ap‑
prove one by one manually. For that reason, they are considering banning (or drastically limiting) 
AI from the platform although they recognize the value of AI’s potential and use it appropriately 
in several Wikimedia projects.

On a third scale (“macro‑level” in Figure 31.1), to illustrate one of the most burning ethical 
issues facing us and where philanthropy is raising its voice concerns AI‑enabled “Lethal autono‑
mous weapons systems” (LAWS) whose functioning may sound like science fiction but is increas‑
ingly real. These rapidly proliferating weapons entail mind‑boggling ethical and legal puzzles, 
especially regarding accountability (Longpre et al., 2022). Who would indeed be responsible for 
a strike decided autonomously by a machine on a battlefield? The absence of human judgment to 
pull the trigger and make life‑or‑death decisions leads humanitarian organizations to sound the 
alarm and ask for an urgent ban before international treaties can be negotiated and regulations 
enforced (ICRC, 2022). Along with spiritual leaders, nonprofits are the spearhead of these moral 
debates by raising questions about the step three analysis and considering safeguards from step 
four in our proposed model (see Figure 31.2), while governments and private firms focus on their 
vested interests (Peltz, 2023). In the current absence of ratified international treaties or regulations 
to control and limit the excesses of this new breed of autonomous weaponry, it is precisely in this 
kind of global debates and arenas that POs can bring in value‑driven approaches and unheard 
voices. Beyond just raising awareness about “killer robots,” nonprofits may even suggest a work‑
able agenda for action like Human Rights Watch did in partnership with the Harvard Law School’s 
International Human Rights Clinic (Human Rights Watch [HRW] & International Human Rights 
Clinic [IHRC], 2022). HRW and a group of international NGOs have teamed up to build a non‑
profit coalition and launch the worldwide campaign “Stop Killer Robots.”

As depicted by these three examples, and to simplify, we suggest distinguishing between three 
main levels of analysis: micro, meso, and macro levels (see Figure 31.1), which represent respec‑
tively the philanthropic organization, the area in which it operates, and the society at large in which 
it is embedded.

This first way of understanding the levels of possible disruption and opportunity of AI tech can 
then be combined with several more applied steps of reasoning as described in Figure 31.2. These 
identify the key questions as they specifically relate to the various stakeholders of POs, the ethical 
questions that are raised from a philanthropical point of view, and finally the identification of pos‑
sible safeguards and best practices to promote the ethical and inclusive development and use of AI 
tech for the common good. These consecutive and complementary steps are proposed to guide and 
support PO as they face the AI revolution.

By combining the two approaches described above, starting with the understanding of the 
levels of impact (see Figure 31.1), followed by reasoning steps about stakeholders, ethics, and 
good practice (see Figure 31.2), we obtain a basic multi‑scale reading grid presented as a table in 

Levels of 

disruptions

Impacted 

stakeholders

Ethical questions 

raised

Best practices & 

Safeguards

Step 1 Step 2 Step 3 Step 4

Figure 31.2 Four key reasoning steps to apprehend AI in philanthropy.
Source: Authors.
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Figure 31.3, where each “box” suggests key questions (depicted by question marks) that philan‑
thropic practitioners are invited to ask themselves.

While philanthropists and nonprofit leaders are busy running their POs, focused on serving 
beneficiaries, and cannot be expected to become state‑of‑the‑art AI specialists, the purpose of our 
matrix is to equip them at least with a handy and functional reading grid. Through the lenses of 
our proposed model, philanthropy professionals could quickly decipher their fast‑changing and 
AI‑driven changing environment. Its practical use would require them first to identify in which 
“box” of the table the issue they are facing might be classified and then ask themselves the related 
questions. For example: “Who are the impacted stakeholders of my organization, and how does 
the use of AI technology affect them?” Or: “Which ethical questions are raised in my specialty or 
concentration (for instance: Education, Health, Farming, etc.) due to the irruption of AI tools?” 
Or: “Which best practices could be adopted and implemented in society to strengthen philanthropy 
globally through the use of AI and how to mitigate the associated systemic risks?” And so on.

Among the emerging body of research and literature on AI and philanthropy, and the already 
crowded space around AI, the actual and precise risks and opportunities may soon become quite 
complex to assess for philanthropy leaders, considering the sheer amount of information and di‑
verse perspectives available alone. This is why our four‑step and three‑level model—admittedly 
a bit rudimentary but easily applicable—could be helpful in discerning which aspects of AI are 
specifically promising or problematic. Philanthropy observers, analysts, scholars, and practitioners 
alike may use this potentially universal tool to share viewpoints legibly and seek solutions together 
efficiently to set limits and establish safeguards. Furthermore, the straightforward use of this basic 
model could help the philanthropic sector stay informed on the development of AI innovation. The 
proposed model is simple and does not pretend to cover the variety of scenarios and heterogene‑
ity of actors involved in a fast‑changing technological environment. Still, it dissects the essential 
components of AI adoption, allowing nonprofit practitioners to unpack and address the key ques‑
tions they are facing from a PO perspective.

Levels of 
Disruptions

Impacted 
stakeholders Ethical questions raised Best practices & 

Safeguards

3

MACRO

Society at large 
(in which POs are 

embedded)

Q? Questions? Q?

2

MESO

Areas
(themes/fields of 

POs operations)

Q? Q? Q?

1

MICRO

Philanthropic 

Organizations
(POs operations 

and funding)

Q? Q? Q?

Figure 31.3 Multi‑scale model to apprehend AI in philanthropy.
Source: Authors.
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3 AI‑induced disruption and opportunity for  
philanthropy—understanding the broad picture (Step 1)

In this section, we further develop the three main levels of disruption and opportunity that AI may 
bring in the philanthropic field: at the micro‑level, AI may empower and challenge POs in their 
operations (Subsection 3.1); at the meso‑level, AI offers opportunity and challenge in reaching the 
SDGs in various thematic areas and sectors in which POs operate and fund projects (Subsection 
3.2); and at the macro‑level AI tends to potentially unsettle and challenge society at large (Subsec‑
tion 3.3) and raises numerous ethical questions. To simplify the memorization of the model, we use 
a rocket to illustrate those three stages of analysis visually (see Figure 31.4).

3.1 Micro‑level: AI bringing possible disruptions  
and opportunities at an organization’s level

The first and immediate effects of disruption2 brought about by the introduction of AI technol‑
ogy in a philanthropic leader’s daily life generally occur at the operational level of the nonprofit 
organization. The leaders of such POs are likely to witness rapid and radical changes in how an 
organization is run. Those changes may be actively sought or passively incurred, but in either case, 
they will profoundly transform how the job was performed previously. Suppose this senior leader 
is 55 years old and started to work in the mid‑1990s. AI would certainly not be the first techno‑
logical innovation they would see coming in their professional life. To consider the fundraising 
function of their portfolio of assignments, they would have learned during their studies about how 
personalized phone calls increased donations in the 1980s or about the efficient utilization of TV 
shows to raise charitable funds in the 1990s (think of the numerous annual Telethons organized 
since this era). In their early career, they would have witnessed the boom of the Internet in the 
2000s, including donations via targeted website advertisements or through e‑mail‑based donor re‑
cruitment strategies. They would have observed the advent of donations via text messaging (SMS) 
and mobile payment apps in the 2010s and also—if their skills are up to date—probably noticed 

Disrupted Society: 

Philanthropy challenged at large 

in an AI-driven world.

Disrupted Sectors: 

Philanthropy challenged by 

AI adoption in each field.

Disrupted Organizations: 

Philanthropic organizations 

challenged by AI-powered

technologies.

MICRO Level
= Organizations

MESO Level
= Areas

MACRO Level
= Global

Figure 31.4 Different scales of disruptions brought by AI in philanthropy.
Source: Authors.
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the rise of crypto‑donations and non‑fungible tokens (NFTs) in the early 2020s. Nevertheless, the 
novelty of AI is not another simple wave made of a single technology that fits in a relatively stable, 
seemingly everlasting fundraising scheme. It is a complete tsunami whereby the very essence of 
fundraising is undergoing deep transformation. While other technologies (phone, TV, Internet, 
e‑mail, SMS, crypto, NFTs, etc.) added new strings to the fundraising bow, AI is changing what 
a bow looks like. Maybe at some point in the future, AI could even lead us to practice archery 
without a bow to extend the metaphor.

POs of all sizes are, therefore, prone to be hugely impacted by the emergence of AI in their 
day‑to‑day operations. While some of the biggest foundations may have the data to train AI and 
the resources required to develop their infrastructure, smaller philanthropies will likely be unable 
to do so. However, they should not be left out of exploring AI’s potential use and added value. 
Regarding the fundraising function, this includes, for instance, using AI to analyze, inform, and 
predict donor behavior. In the organization’s other aspects, AI may help monitor and evaluate 
impact and offer applications for automating administrative tasks. Essentially, it is about saving 
time and therefore money. But AI also brings greater precision and reliability in some ways while 
creating other challenges regarding ethics and possible new biases.

To stick with our case study of the fundraising function, Nandeshwar (2023) has identified at 
least six applications leveraging AI’s astounding capabilities for nonprofits:

1 Giving likelihood prediction (“by studying the donation history of donors in a dataset, AI 
algorithms can predict the likelihood of future donations”);

2 Segmentation, based on grouping (or “clustering”) current donors or prospects according to 
similarities in their profiles (“giving likelihood models can be combined with segmentation to 
help with donor retention or upgrades”);

3 Text or language generation via automated tools like ChatGPT that “can be used to generate 
qualification emails, thank you or stewardship letters, proposal generation, and research profile 
creation”;

4 Content generation, such as images, videos, or music, that will translate into “graphic genera‑
tors for communications, personalized stewardship videos, or dynamic proposals”;

5 Augmented and virtual reality (AR/VR) that “can also be used in fundraising to transport 
prospective donors into an imaginary world to show the impact of their gifts”;

6 Data science, which “can be used to stitch together unique fundraising solutions by analyzing 
large datasets to identify trends, insights, and opportunities for optimization.”

While there is a growing stream of literature about opportunities specifically offered by AI to 
leverage private donations for charitable causes through so‑called “AI4Giving” (Kanter & Fine, 
2020), specific academic research and reference in specialized media on the various levels of 
use and impact of AI for philanthropy are still scant, reflecting the sector’s continued apparent 
lack of awareness of the topic. Nandeshwar and Jewell (2023) offer real‑time examples of AI 
uses applied to fundraising by several existing nonprofits. For instance, the World Wildlife Fund 
(WWF) uses an AI‑powered chatbot on Facebook Messenger to engage its audience in meaningful 
conversations and potentially quicken their onboarding as new supporters of their cause. Like‑
wise, the National Geographic Society uses AI‑powered image recognition “to easily search and 
retrieve images for use in fundraising campaigns and other outreach efforts, making the appeals 
more relevant and compelling while reducing staff time searching for images” (Nandeshwar & 
Jewell, 2023). Beyond asking for money gifts, to further engage donors by deeply understanding 
their feelings, some NGOs use “sentiment analysis” to categorize text as positive/negative/neutral, 
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like Amnesty International’s “Troll Patrol” that detects online abusive comments automatically 
through a home‑made algorithm built with the help of myriads of digital activists (Amnesty Inter‑
national, 2018; Nandeshwar & Jewell, 2023).

Other AI applications used in the core processes of POs include Donor Matching using Ma‑
chine Learning (ML) and behavioral data to match donors with a cause to support; Philanthropic 
Advising based on ML and philanthropic algorithms, dubbed “philgorithms” (Davies, 2017), to 
provide recommendations for high‑yield philanthropic investment; Online Fundraising Cam‑
paigns aiming at personalizing donor engagement by analyzing donor databases and third‑party 
sources, including the use of chatbots; and Reporting and Workflow Tools to generate reports or 
automate administrative tasks. Other applications focus on the power of AI to analyze big data and 
the set‑up of data collaboratives to develop new insights and use cases for Monitoring & Evalua‑
tion, and impact assessment, among others.

Although AI is frequently poorly understood in terms of how it works and what it can offer to 
the sector, some POs already use it purposefully, as we have shown. But in real life, POs are not 
atomized and isolated. They operate in a given field, an area of giving and focus where they usually 
team up or collaborate (and sometimes compete) with peer organizations. Therefore, we should ask 
ourselves what the disruptive effects of AI could be at this second sector‑wide scale of analysis.

3.2 Meso‑level: AI bringing innovation at sectoral levels

Beyond the fate of a single organization, AI has a growing number of applications in various 
broader areas, including education, health, farming, wildlife conservation, climate change, in‑
equalities, and the humanitarian sectors, to name a few. So perhaps the real question for philan‑
thropy, as watchful experts warned us early on, is not so much how POs will leverage the power 
of AI in their day‑to‑day operations, but rather “how is AI being used within the domains within 
which they work and how they must respond” (Bernholz, 2019).

The advent of AI and its dissemination in those many domains lay the foundation of the now‑es‑
tablished field of “AI for Social Good” (AI4SG) or AI4SDGs, which promote technological solu‑
tions to societal challenges and the realization of the Sustainable Development Goals (SDGs) in 
each of the 17 key areas with specific targets that were defined for the period 2015–2030 under the 
auspices of the United Nations (Tomašev, et al., 2020). It also involves growing initiatives around 
data collaboratives and infrastructures for global AI‑based use cases. This field already has its 
annual “AI for Good Summit,” hosted by the International Telecommunication Union in Geneva 
(ITU, 2023). It has a growing number of use cases in development and humanitarian settings, as 
promoted by the UN Global Pulse initiative, the Secretary‑General’s Innovation Lab (United Na‑
tions, 2023b). It includes, for instance, early warning systems building on the predictive power of 
ML algorithms enabling efficient rapid response, cash transfers to the extremely poor via mobile 
telephony, using satellite imagery to predict poverty, or using ML to analyze large volumes of data 
to forecast the outbreak and spread of infectious diseases. It also includes a growing number of 
initiatives around data philanthropy and data collaboratives for social impact, which occurs when 
organizations share and utilize data to solve social issues and support the public domain. Com‑
mentators have termed this trend “data philanthropy” (Harvard Business School [HBS], 2016). 
However, this new realm of “data for good” does not come without risks, namely ensuring data 
privacy and protecting the fundamental rights of citizens. POs and international development or‑
ganizations working toward the common good must, therefore, “consider the legal and ethical 
risks inherent in data sharing agreements, beyond privacy risks,” to remain consistent with their 
core values (United Nations Development Programme [UNDP], 2020).
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3.3. Macro‑level: AI posing society‑wide challenges

Beyond individual organizations and beyond the areas where they operate, the rapid advent of AI 
tends to disrupt and challenge society at large. The philanthropic sector is affected by a complete 
overhaul of the society in which it is embedded, with ripple effects on public institutions, shared 
(or not‑so‑shared) values, and trust between citizens and political decision‑makers. For the under‑
standing and building of our functional AI grid, it is important to note that this third level raises 
the question of POs’ role in shaping global debates and how our model can contribute toward the 
positive use of technology and prevent and mitigate its negative impact on society.

This higher level more broadly reflects how POs can (and must) respond to a growing global call for 
the development of AI to be based on principles that are geared toward inclusiveness, accessibility, and 
cooperation, which reduce the digital divide and inequality, which are based on the primacy of human 
agency and capabilities, and which also seek to promote the principle of value or compassion‑based 
perspectives in the public policy spaces for the definition of our digital future. An illustration is the 
recent policy pack issued by the Civil 20 working group of the G20 India 2023 Summit (G20 India, 
2023). This initiative emanating from civil society leaders and convening grassroots movements more 
broadly resonates with the ambition of the UN Global Digital Compact (United Nations, 2023a), 
which is expected to “outline shared principles for an open, free and secure digital future for all” and 
be agreed at the Summit of the Future in 2024 at the United Nations. As part of a worldwide consulta‑
tive process, POs are openly invited to contribute to shaping this global compact via an online platform 
collecting propositions and feedback. Similarly, UNESCO has led international efforts to ensure that 
AI is developed with strong ethical guardrails. This international organization dedicated to Education, 
Science, and Culture has delivered global standards to maximize the benefits of scientific discoveries 
while minimizing the downside risks, ensuring they contribute to a more inclusive, sustainable, and 
peaceful world. These guidelines, namely, invite Member States to engage all stakeholders, includ‑
ing POs and civil society, “… so that the development and use of AI technologies are guided by both 
sound scientific research as well as ethical analysis and evaluation” (UNESCO, 2022, p.7).

POs should, therefore, be at the forefront of these debates and discussions within the sectors in 
which they operate, as well as in relation to global architecture. The sector needs to prepare itself 
for and position itself in a world powered by AI (Dhar & Firth‑Butterfield, 2021) and should com‑
mit to learning and mainstreaming the question of how AI technologies affect their key focus areas 
and, beyond these sub‑fields, anticipate future trends of an AI‑driven world.

*

To visually summarize Section 3, we propose to use the additional rocket with three stages de‑
picting the three main levels (micro, meso, and macro) of disruptions generated by AI and affecting 
philanthropic players (see Figure 31.4). In using our model to assess AI, the first step is to deter‑
mine at which level the reflection should take place and then to unfold the subsequent reasoning 
steps: Who are the impacted stakeholders? (Section 4); What are the corresponding ethical ques‑
tions to ask? (Section 5); What types of safeguards may we implement at this level? (Section 6).

4 Stakeholder relations impacted by AI in philanthropy (Step 2)

Pursuing the proposed four reasoning steps (see Figure 31.2) and having understood the three main 
levels of impact of AI (see Figure 31.1), this section focuses on the effect of AI innovation on the 
relations that POs have with the diverse stakeholders they support and work with. These relations 
stand at the core of PO’s raison d’être and engagement. Following the proposed matrix, we will 
look at the stakeholders of a given organization (microscale—subsection 4.1), at the stakeholders 
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of a given area or sector (mesoscale—subsection 4.2), and finally at the multiple stakeholders of 
an entire society (macroscale—subsection 4.3).

Since this current section, as well as following Sections 5 and 6, are intended to serve a more 
applied purpose, they are structured around a set of proposed key questions that we believe are key 
and which may serve as a first “checklist box” (see Box 2.1) of issues that should be addressed by 
POs and that can guide their IA strategy development.

We summarize visually the three main levels of some foreseeable impacts on stakeholders in 
Figure 31.5.

Box 31.1 Stakeholders checklist

• 4.1. Micro‑level: AI’s impact on stakeholders at an organization’s level
   Adopting AI at an organization’s level, willingly or unwillingly, will logically entail a series of 

impacts on this organization’s stakeholders. For a regular nonprofit, these are likely to be:

1 the beneficiaries, who might be found, reached, and served differently;
2 the donors, who may be identified, solicited, and thanked differently;
3 the volunteers, who could be recruited, encouraged, and supervised differently;
4 the staff, who will probably be hired, trained, and managed differently; and
5 the directors (Board Members), who may be approached and steered differently.

• 4.2. Meso‑level: AI’s impact on stakeholders at sectoral levels
   Within a specific subsector, POs generally know each other and take part in the same networks, 

coalitions, alliances, etc. The effect of AI on stakeholder relations is likely to bear impacts on:

1 How POs relate to their nonprofit peers, especially if significant gaps in AI adoption or 
understanding widen and trigger dissensions or discrepancies among similar organizations 
who previously worked together harmoniously;

2 the strategic partners (public or private) with whom they build long‑lasting ties;
3 the networks to which they belong; and
4 the sectoral expertise upon which they rely.

• 4.3. Macro‑level: AI’s impact on stakeholders at society’s level
   In societies at large, whether national or international societies, our model leads users to con‑

sider possible impacts on several categories of stakeholders, including:

1 Governments and policymakers who must regulate AI developments and uses;
2 Industrialists who constantly innovate in technologies and push for broad AI adoption;
3 Policy analysts and researchers (think tanks, scholars) who have time to observe and think, 

and should anticipate AI’s potential effects and help set appropriate boundaries;
4 AI developers who design and provide data for AI tools need human‑centered and ethical 

design principles as foundation for their work;
5 Citizens (and, more broadly, AI users) who are largely subject to this industrial revolution 

and should have a say and who, through their own consumption and use of AI technology, 
contribute to its ethical use.
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5 AI‑related ethical vigilance for philanthropy (Step 3)

POs may find themselves challenged in different ways by AI tech, both for the better and the 
worse, and face many ethical questions. The issue of the ethical frameworks governing AI re‑
mains a disputed area (Gill & Germann, 2021). POs can and should challenge and improve AI 
governance frameworks by providing essential input and ethical guidance on several key lev‑
els. Ethics constitute a vast field of research spanning every area of knowledge and practice. To 
simplify, scholars usually distinguish between applied ethics (i.e., everyday situations where 
practitioners face real‑world dilemmas) and normative ethics (i.e., situations that can be theo‑
rized). The latter is usually subdivided into three main categories: “consequentialism” focuses 
on results regardless of intentions; “deontology” stresses the “right thing to do” regardless 
of consequences; and “virtue ethics” underlines the special character or motives of an agent. 
Many other forms of ethical approaches with nuances may be found in scientific literature. For 
fundraising alone, up to 14 theories have been identified (MacQuillin, 2022). In this section, 
parallel to the three main levels of disruption brought by AI into philanthropy, we distinguish 
mirror symmetry between three main scopes of ethical vigilance (at micro, meso, and macro 
levels) for philanthropy players toward AI. For the sake of brevity, these scopes are only briefly 
presented here for the completion of the analytical grid by raising key ethical questions for the 
functional and practical use of the proposed model in its next step (Step 3 in Figure 31.2). In 
Box 31.2, we suggest a few key questions and issues we see to guide understanding and action 
practically:

To visually summarize Section 5, our three‑stage rocket depicts the main levels (micro, meso, 
and macro) of ethical concerns that all philanthropic practitioners and decision‑makers should 
consider when reflecting on AI and its potential consequences (see Figure 31.6).

Impacts on Society: 

Global context: Values, Governments, 

Industries, Policymakers, Citizens…

Impacts on Subsectors/Themes: 

PO’s relationships with Partners, 

Peers, Networks, Experts…

Impacts on Organizations: 

PO’s relationships with Donors,  

Beneficiaries, Staff, Volunteers…

MICRO Level
= Organizations

MESO Level
= Areas

MACRO Level
= Global

Figure 31.5 Several levels of impacts on stakeholders caused by AI in philanthropy.
Source: Authors.
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6 Best practices and safeguards for AI in philanthropy (Step 4)

Building on the ethical interrogations presented above, we are now in our final fourth step, in 
search of possible solutions, best practices, and safeguards that can be implemented to counterbal‑
ance the excesses of AI and harness its full potential. A wide array of potential solutions exist, and 
various examples may be identified and further developed to tackle each level of our three‑stage 
rocket model (see Figure 31.7). In Box 31.3, we suggest a few key considerations we see as im‑
portant for a first checklist.

Box 31.2 Ethics checklist

• 5.1. Micro‑level: Ethical questions raised on AI at an organization’s level
   While POs should be encouraged to embrace innovations offered by AI, this adoption should 

be carefully considered and not be made at all costs, particularly ethical costs. The organization’s 
fundamental values should remain at the center and never be surrendered. Several essential ques‑
tions open to internal debates might include:

1 Do AI tools introduce new biases in our operations?
2 How do we ensure data privacy and promote data sovereignty?
3 Do we sacrifice our ethics to reach higher performance through AI?
4 How do we use and guide AI for ethical grantmaking?

• 5.2. Meso‑level: Ethical questions raised on AI at sectoral levels
   While some POs will be more enthusiastic than others about AI, these early adopters could en‑

courage their peers to take a first step by reassuring them on ethical grounds as well. Those at the 
forefront could ask these crucial questions within sector‑wide discussion groups:

1 How do we leverage AI ethically to achieve the SDGs in each area?
2 Will AI increase cooperation or competition among POs?
3 How can we build common infrastructures and data commons?
4 How do we ensure ethical and transparent algorithms?

• 5.3. Macro‑level: Ethical questions raised on AI at society’s level
   POs can raise awareness through advocacy and propose innovative solutions to design a fair and 

just global framework for the safe development of AI. Some of the vital questions they could and 
should raise at a global level are:

1 Are we ready to let autonomous AI act by itself without control?
2 How do we offset AI’s potential collateral damages?
3 How do we ensure that the AI era makes a voice for the vulnerable and unheard?
4 What human‑centered ethical standards can we set?
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Which Society?
Fully AI-governed world?

Autonomous AI without control?

How to minimize collateral damages?

Which Collaborations?
Greater chances to achieve SDGs?

Increasing cooperation or 

competition among POs?

Which Tools?
Introducing new biases in daily 

operations?

Sacrificing ethics to reach higher 

performance?

MICRO Level
= Organizations

MESO Level
= Areas

MACRO Level
= Global

Figure 31.6 Several levels of ethical questions raised by AI in philanthropy.
Source: Authors.

Box 31.3 Best practice checklist

• 6.1. Micro‑level: Best practices to use EIAI at an organization’s level
   We have seen earlier that it is possible to use AI as a helpful tool for philanthropic operations 

to better serve beneficiaries while preserving the organization’s core ethical principles. For this to 
happen safely, a given PO would need to:

MICRO Level
= Organizations

MESO Level
= Areas

MACRO Level
= Global

Overarching Governance: 

Advocating for EIAI globally, 

Make the voices of the most vulnerable,

Raising public awareness…

Sectoral collaborations: 

Working groups with partners,

Inter-PO coordination,

Peer-to-peer learning…

Operational safeguards: 

Data ethics scientist,

Internal Code of digital/AI ethics,

Board ethical committee…

Figure 31.7 Several levels of best practice and safeguards to properly handle AI in philanthropy.
Source: Authors.
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7 Summary: a simple model to help philanthropy  
navigate AI complexity and opportunity

In a nutshell and synthesizing the three levels of analysis combined with four reasoning steps 
(gradually designed in Figures 31.1–31.7), the overall matrix proposed and described below may 
serve as a convenient and simple tool for philanthropic decision‑makers to reflect strategically and 
opt for the best ethical choices at each level and operating stage. In particular:

1 At the micro‑level, POs may adopt AI‑powered technologies as useful tools to gain efficiency 
in their day‑to‑day core operations while ensuring this adoption remains in line with their core 
organizational ethics (level 1);

2 At the meso‑level, POs may leverage AI in the thematic areas and sectors in which they operate 
and which they support to achieve the SDGs while making sure they are ethically aligned and 
coordinated with their peers (level 2);

3 At the macro‑level, POs may play a leading role in raising awareness about the need for over‑
arching governance and strong ethical frameworks to ensure AI’s global ethics and inclusive‑
ness and AI peacekeeping in a tense geopolitical context (level 3).

A recapitulative table presenting the model in detail is shown in Figure 31.8.
Given the density and technicality of AI‑related issues, we propose that every philanthropist 

or nonprofit leader could use this simple three‑stage model to decipher the stakes, assess in real 

1 Hire (or train) at least one “Data scientist” with a strong ethical background to elaborate a 
“Data policy” that would guide the organization’s proper handling of data;

2 Draft and adopt officially a “Code of digital/AI ethics”;
3 Establish an “Ethics Committee” within the Board of Directors.

• 6.2. Meso‑level: Best practices to use EIAI at sectoral levels
   Leveraging AI as a vector and an accelerator to achieve the SDGs by 2030, while respecting 

strong ethical standards within sectors, implies these types of interactions:

1 Sector‑wide working groups with partners;
2 Inter‑PO coordination;
3 Peer‑to‑peer learning;
4 Data commons.

• 6.3. Macro‑level: Best practices to use EIAI at society’s level
   Promoting a healthy and equitable global architecture of AI requires that numerous POs come 

together and coalesce to pursue these types of collective actions:

1 Advocating for EIAI in global governance;
2 Raising general awareness by informing (or alerting) citizens and public opinion;
3 Questioning politics, policies, and politicians;
4 Scrutinizing industrial agendas among AI tech behemoths;
5 Demanding accountability from public and private decision‑makers.
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time the risks and opportunities of AI in running POs, and discern their potential contribution as 
philanthropic practitioners to making AI a beneficial force for humankind.

8 Conclusion: facing forward through ethical lenses

AI infuses society and affects the people and communities traditionally served by the philan‑
thropic sector. How philanthropic grant‑makers use and support organizations working in a world 
and society where digital technology pervades will be crucial to our civil society and democracy. 
Suppose POs fail to position themselves, particularly regarding the ethical dimensions of AI, and 
fail to adapt; they risk becoming irrelevant in their traditional role of producers of public goods 
and social cohesion. As one observer puts it, “philanthropists should treat AI as an ethical not a 
technological challenge” because

even if the machines are not going to kill us, there are plenty of reasons to worry AI will 
be used for ill as well as for good, and that advances in the field are coming faster than our 
ability to think through the consequences.

 (Foley, 2019)

Curiously and as said, the philanthropic sector has only been recently engaging on the topic after 
having been largely absent from the global debates around AI and the flurry of ethical frameworks 
(Hagendorff, 2020; Mönks & Sellen, 2020) and guidelines that a variety of actors over the last 
couple of years have developed.

Despite an apparent agreement in many of these frameworks that AI should be “ethical” and 
“inclusive,” debate exists around what constitutes Ethical and Inclusive AI (EIAI). However, it re‑
mains tricky so far to clearly distinguish the specific operational requirements, technical standards, 

Scale of 
Disruptions

Impacted 
stakeholders Ethical questions raised Best practices & 

Safeguards

1 Philanthropic 

Organizations

(POs operations 

and funding)

• Beneficiaries

• Donors

• Staff

• Volunteers

• Do AI tools introduce new biases in our 

operations?

• Do we sacrifice our ethics to reach 

higher performance through AI?

• Data ethics scientist

• Code of digital/AI ethics

• Board ethical committee

• [other…]

2 Areas

(themes/fields of 

POs operations)

• Networks

• Experts

• Partners

• Peers

• How to leverage AI ethically to achieve 

the SDGs in each area?

• Will AI increase cooperation or 

competition among POs?

• Sector-wide working

groups with partners

• Inter-PO coordination

• Peer-to-peer learning

• Data commons 

• [other…]

3 Society at large 

(in which POs are 

embedded)

• Government 

• Industries

• Policies

• Citizens

• Do we want a fully AI-governed world?

• Are we ready to let autonomous AI act 

by itself without control?

• How do we offset AI’s potential 

collateral damages?

• Advocating for EIAI in 

global governance

• Raising awareness 

(public opinion, politics)

• [other…]

Figure 31.8 Multi‑scale model to apprehend AI in philanthropy (with suggested use).
Source: Authors.
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and best practices needed for its realization. Beyond politically correct (and seducing) keywords 
and amid the flourishing of multiple charters, guidelines, self‑proclaimed, and self‑applied prin‑
ciples (with little or no coercive capacity to make sure these wishful promises are effectively 
enforced), critics have warned that “we should not yet celebrate consensus around high‑level prin‑
ciples that hide deep political and normative disagreement” (Mittelstadt, 2019). This has created 
an implementation gap in designing and deploying systems to meet ethical standards, as well 
as learning gaps, with activities happening in silos and few mechanisms in place to drive global 
collaboration and rapid scaling of proven tools and practices while leaving many voices unheard, 
in particular from vulnerable communities. Today, one of the biggest problems in the AI govern‑
ance system is that there are too many principles and insufficient operationalization or actual 
implementation. In this respect, the European Union’s (EU) AI Act, initially tabled by the EU 
Commission in April 2021 and provisionally adopted through a political deal between negotia‑
tors of the EU Parliament and the Council as of December 2023, is a forcing function (European 
Parliament, 2023). The world’s first comprehensive legislation on AI seeks to ensure its safe use 
with respect to fundamental rights and democracy. Namely, the bill aims to prevent “unacceptable 
risks” such as social scoring, cognitive behavioral manipulation of people, and real‑time and re‑
mote biometric identification systems. This novel Act complements the already ground‑breaking 
legislation on General Data Protection Regulation (GDPR) enacted by the EU in 2016. In the 
USA, the White House has convened various stakeholders, including civil society, to jointly estab‑
lish a Blueprint for an AI Bill of Rights (White House, 2022), but it is only a starting point, and its 
scope would protect only the American people.

Over the past few years, new initiatives about AI and globally responsible governance have 
started to develop, such as the AI Governance Alliance (AIGA) initiated by the World Economic 
Forum (World Economic Forum [WEF], 2023b). International philanthropy networks such as 
WINGS and Philea have also started to develop initiatives to promote global dialogue and col‑
laboration in the philanthropic space around AI and data as common goods. Riding on the coattails 
of the G20, a “Civil 20” (C20) forum gathering thousands of POs has put forward key recommen‑
dations for EIAI (see Appendix).

However, a more systematic and sustained approach is urgently necessary to develop concrete 
and operational strategies that can contribute to the development and implementation of EIAI by 
the sector and anticipate future trends and emerging risks. The sector could also play an important 
role in a renewed “politics of refusal” (Crawford, 2021a, 2021b) that challenges the narrative that 
just because a technology can be built, it should be deployed, as well as identifying and highlight‑
ing longer‑term risks such as how AI is concentrating decision‑making power in both societal and 
technological domains. The World Economic Forum’s annual Global Risks Report underlines the 
dangers of “digital power concentration” and “digital inequality” (WEF, 2023a). Rivalries do not 
only lie between tech behemoth companies (for instance, among Silicon Valley’s neighboring 
competitors) but also among countries. Geopolitical analysts view the supreme mastery of AI as 
the new grail in the global arms race of the new “Digital Cold War” between China and the USA, 
two technology powerhouses likely to split the world again in a bipolar fashion (Taneja & Zakaria, 
2023). Indeed, whoever controls AI and its use could tip the balance of power toward desirable or 
fearsome consequences for humankind. At these crossroads, will we choose to let various forms 
of AI‑enabled nonstop surveillance prevail (Saheb, 2023) and tolerate malicious infringements on 
fundamental human rights (Schippers, 2018) while nurturing the specter of totalitarianism? Or will 
we regain our power (McCarthy‑Jones, 2020) and emancipate our fellow citizens? In short, will 
we be wise enough to use AI as a helpful servant rather than let it become our relentless master?
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To achieve this discernment, there is a need to develop a solid academic and practical under‑
standing. AI players, developers, and users are still missing “gold standard” literature to which 
they can reliably refer for ethical guidance. This Handbook provides a key contribution toward 
this goal. Our proposed multi‑scale model is hoped to provide a functional reading tool to decipher 
and understand AI’s complexity and to act ethically in response to AI’s impact on the philanthropic 
sector at micro, meso, and macro levels.

To conclude by circling back to the classical definition of “philanthrôpía” understood as 
‘friendship for humankind’ or ‘love of humanity’ (Sulek, 2010b), in a contemporary era where 
commonplace tools like ChatGPT can think faster than us and handle much more information at 
once (and sound smarter in many cases, yet unable to verify truthfulness), what distinguishes us 
as human beings is perhaps no longer the ability to think mentally—that is, on the cerebral level 
only—but to discern with our hearts—that is, ethically and with compassion—and to pursue phi‑
lanthropy’s original meaning in the search for the common good.

Notes
 1 The authors wish to thank Professor Giuseppe Ugazio (UNIGE) as well as Jayant Narayan and Hubert 

Halopé (WEF) for helpful comments and inputs on an earlier unpublished research project work that 
served as an initial basis to develop project activities and sparked inspirations for this chapter.

 2 Since we see this level of disruption as the most directly impactful and still scantly researched, we develop 
this section more extensively while being more succinct on the other subsequent sections where we raise 
the main question to guide the use of the grid and provide only the essential elements of a “checklist” for 
busy philanthropic leaders.
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Appendix 31.1 G20’s Civil 20 worldwide working group

As part of the Government of India’s presidency of the G20 in 2022–2023, the Civil 20 Engage‑
ment Group (“C20”) gathered thousands of civil society and nonprofit organizations in a global 
dialogue around key global issues. Among these, the Education and Digital Transformation work‑
ing group hosted a summit on May 20–21, 2023. Some essential takeaways and recommendations 
that were submitted to the G20 leaders include:

• Develop human‑centered design principles for all aspects of education/training/skill 
development;

• Promote Digital Public Goods and Digital Commons for inclusive, affordable, and customiz‑
able Digital SDG solutions;

• Promote digital literacy and hygiene among marginalized and vulnerable communities;
• Strengthen digital accessibility and bridge the Digital Divide, including vulnerable populations, 

low‑literate populations, and persons with disability, and provide access to digital technologies, 
the Internet, devices, and curricula in the local language;

• Provide comprehensive training to individuals on responsible technology use, addressing is‑
sues of misuse and abuse while fostering critical thinking, problem‑solving, digital literacy, 
and ethics;

• Raise the CSO and NGO as well as faith‑based voices in the digital governance space and feed 
into leading consultation processes and upcoming G20, C20, and UN policy work;

• Promote values and compassion‑based multi‑stakeholder perspectives in the public policy 
space and digital ethical regulation and governance.

Source: G20 India (2023), Civil 20 India 2023 Policy Pack.
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32
AI AND PHILANTHROPY

How can they elevate each other?

Ravit Dotan

1 Introduction

This chapter calls for action for philanthropists to increase their engagement with responsible 
AI (RAI), which is AI developed and deployed in socially responsible ways. In this section, the 
chapter identifies how philanthropists engage with AI in a range of roles and explains why philan‑
thropists should focus on responsible AI (RAI) rather than AI. Then, in Sections 2–5, the chapter 
explains how and why philanthropists can benefit from increasing their involvement with RAI and 
the negative consequences of failing to do so. Finally, Section 6 suggests actions philanthropists 
can take across the different roles.

This chapter builds on a multi‑stakeholder ideation workshop led by the author at the AI and 
Philanthropy Conference hosted by the Geneva Centre for Philanthropy (GCP) at the University 
of Geneva in March 2024. The workshop included mini‑talks, live online surveys, break‑out dis‑
cussions, and whole‑group discussions. About 40 participants attended. Of the 28 who identified 
themselves in a survey, 43% identified as academics (many of whom specialize in philanthropy), 
29% as philanthropists, 14% as technologists, and 10% as “other,” some of whom were from 
civil society and intergovernmental organizations. The chapter incorporates ideas and anonymous 
quotes from the workshop and the conference.

1.1 The Range of philanthropic roles related to AI

Philanthropists engage with artificial intelligence (AI) in a number of roles: As grantmakers, users, 
buyers, developers, investors, and social justice advocates. In grantmaking, program officers grant 
money to AI‑enabled non‑profits. Some AI‑enabled non‑profits use or build AI as a core tool to 
drive impact. Others use it operationally, sometimes without even realizing it, as more and more 
AI‑enabled vendors emerge and even common software, such as Microsoft and Zoom, incorporate 
AI features. In procurement, Chief Technology Officers (CTOs) buy AI‑enabled technology for 
use across the foundation. Some AI‑enabled tools are standalone, while others are added features 
to existing tools or services to which the foundation subscribes. On the investment side, asset 
managers and advisors invest money in AI‑enabled companies.

https://doi.org/10.4324/9781003468615‑37
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Second, like professionals in other fields, philanthropists use AI as individuals who use avail‑
able tools at will or as organizations that purposefully choose to use the tools. Either way, they 
typically use free or paid AI‑enabled services. For example, participants mentioned using an 
AI‑enabled tool to design decks and another tool that scales invoicing by extracting invoice details 
into the foundation’s systems. In other cases, foundations develop AI‑enabled tools in‑house.

Third, AI is relevant to philanthropists as social justice advocates across all roles because AI 
deeply impacts social issues such as social equality, human rights, the digital divide between the 
Global North and South, and climate.

To just take one example, AI’s impacts on social equality are well‑documented. We have already 
seen many cases where the use of AI has resulted in discrimination: The US criminal justice system 
used AI to predict recidivism risk, and it was twice as likely to mislabel black people as high risk to 
reoffend compared to white people (Angwin et al., 2016); Amazon developed an AI system to sort 
through resumes, and it disfavored women (Dastin, 2018); The Netherlands used an AI system to de‑
tect fraud in social benefit applications, and it falsely accused 26,000 individuals of fraud with grave 
consequences to their lives, a disproportionate number of them being people of color (Geiger, 2022); 
AI algorithms for underwriting mortgage loans exacerbate discrimination against black people in 
the US: A black person is 67% less likely to have their loan approved by off‑the‑shelf AI algorithms 
compared to a white person, whereas they are only 54% less likely to have their loan approved by a 
human underwriter (Zou and Khern‑am‑nuai, 2023); Generative AI algorithms write sexist recom‑
mendation letters, using different nouns and adjectives for men and women (Wan et al., 2023).

The list goes on and on, and the implications are profound. In each of these cases, masses of 
people are affected because AI systems, by design, assist in decision‑making at scale. Moreover, 
the cumulative effect is powerful. As AI is increasingly adopted in all aspects of life, minorities 
face AI discrimination everywhere they turn. If the current trend continues, systematic discrimina‑
tion could become much worse than it is today. At the same time, AI can be a powerful tool for 
solving social problems. Examples like the mortgage loans case illustrate that humans are biased 
and make discriminatory decisions. AI systems that are planned and trained responsibly could as‑
sist in more equitable underwriting, correcting some of the discriminatory tendencies of humans 
and changing societal trends.

1.2 AI vs. responsible AI: only responsible AI fits philanthropy

Responsible AI (RAI) is AI that is developed and used in socially responsible ways. It aligns with 
standards and principles such as the AI Risk Management Framework by the National Institute for 
Standards and Technology (NIST, 2023), ISO/IEC 42001:2023 by the International Organization 
for Standardization (ISO, 2023), The White House AI Bill of Rights (The White House, 2022), 
and AI ethics principles by The United Nations Educational, Scientific and Cultural Organization 
(UNESCO, 2024). Alignment with such standards reduces the risks of inaccuracy, discrimination, 
human rights violations, the spread of disinformation, environmental damage, and other kinds of 
social harm.

Regulators worldwide are working on legislation to encourage companies to develop and use 
AI responsibly. The most prominent example is the European Union’s flagship AI regulation, the 
EU AI Act. Moreover, laws that are not AI‑specific, such as privacy and non‑discrimination laws, 
apply to AI as they do to other technologies. Enforcement agencies are starting to apply such laws 
to AI (e.g., Federal Trade Commission, 2023).

Having said that, there is still a divergence between AI and RAI, with many companies failing 
to implement responsible AI practices in a meaningful way (Dotan et al., 2023). In the private 
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sector, companies often first ask themselves whether they want to develop, buy, or otherwise adopt 
AI. Only later, if at all, do they consider AI responsibility – how to ensure the AI they use, buy, or 
develop is not socially destructive. As a result, they often end up developing and using harmful AI 
systems, as the examples discussed above illustrate.

Some in philanthropy have called for increased adoption of AI in philanthropy to rip the ben‑
efits of technology, as private sector companies are doing (see, for example, Minevich, 2023). 
However, if philanthropists take the same approach as private sector companies, thinking of AI 
first and responsibility second (if at all), the outcome would be counterproductive. AI that is de‑
veloped or used irresponsibly, without regard to social impact, is likely to run counter to the values 
of philanthropic movements. An approach that is more consistent with philanthropic values is op‑
posite to that of the private sector: Put social responsibility first and AI second, and only engage 
with responsible AI, through usage, funding, investing, advocacy, or other modes of engagement.

For this reason, this chapter calls for increasing philanthropy’s engagement with responsible AI 
(RAI). Only RAI will truly strengthen philanthropy’s role as a promoter of equitable and inclusive 
social good, and philanthropy should only amplify responsible AI.

We now turn to how philanthropists can increase their engagement with responsible AI in the 
various roles they play, starting with their role as grantmakers.

2 AI and philanthropists as grantmakers

RAI can amplify philanthropy by creating new ways to create impact, empower grantees, and 
reduce participation barriers. A lack of engagement with RAI, either by ignoring AI or engaging 
irresponsibly with AI, misses out on opportunities for impact and risks creating negative social 
impacts and harm to grantees.

2.1 RAI opportunities in grantmaking

2.1.1 Create impact by funding (responsible) AI‑enabled non‑profits

Foundations can harness the power of AI for social good by funding non‑profits that have RAI as 
part of their core product. This can help achieve impact in new ways across all program areas. For 
example, the Department of Computer Science at Makerere University in Uganda runs multiple 
grant‑supported projects that use AI to empower their community: (1) they are using AI to reduce 
air pollution, which is a major contributor to poor health in developing countries (Google.org, 
2018; Makerere University, n.d.); (2) they are building a conversational platform to communicate 
pandemic safety guidelines in local languages (Makerere University, 2023a, 2023b); and (3) they 
are using ChatGPT to provide tailored support to smallholder farmers in sub‑Saharan Africa in 
their local languages (Makerere University, 2023a, 2023b). More generally, a research study found 
that AI can accelerate 79% of the targets in the UN Sustainable Development Goals (SDGs), a 
list of goals that require collective global action, such as abolishing poverty and climate action 
(Vinuesa et al., 2020). By funding non‑profits that use AI responsibly to enhance their impact, 
foundations can harness AI for social impact in any area.

2.1.2 Empower grantees by helping them use AI (responsibly)

Foundations can harness AI for good not only by funding non‑profits that use it as part of their 
core mission but also by helping grantees use AI (responsibly) operationally. The use cases that 
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are relevant to non‑profits are vast. For example, according to a survey of 4,600 non‑profits across 
65 countries, the top use cases identified for generative AI in non‑profits are as follows (Google.
org, 2024, p. 3):

• Marketing and content creation: Creating personalized marketing campaigns that are engaging, 
informative, and more likely to resonate with potential donors;

• Fundraising: Automating repetitive fundraising tasks, such as grant writing and customized 
donor communications;

• Program management: Writing content for their programs, including emails, letters, flyers, and 
cover letters.

Currently, the non‑profit sector is not taking full advantage of AI tools as their AI adoption lags 
behind the private sector (Wanstor, 2024). In the Google.org (2024) survey, respondents identified 
the following as the key barriers: a lack of familiarity with AI tools (reported by 64%), difficulty 
in selecting which generative AI tools to use (62%), a lack of funding for AI adoption (51%), and 
inaccessibility of sufficient training (50%) (Google.org, 2024). Foundations can help decrease the 
gap by providing funding, educational materials, and other forms of support.

2.1.3 Reduce participation barriers

Last, philanthropists can use AI‑enabled tools to reduce barriers and diversify participation. In 
the words of one participant: “AI can strengthen the voice of end beneficiaries in [the] grantmak‑
ing processes.” For example, one of the conference participants pointed out that grantees who 
speak different languages than the funders could use AI to assist in preparing materials. This ap‑
proach can be effective provided that grantees and applicants have appropriate support to avoid 
generic and ineffective materials, which funders are unfortunately increasingly seeing as a result 
of the advent of generative AI. Workshop participants mentioned that philanthropists could use 
AI to streamline communication with communities and grantees, which would allow increased 
participation.

2.2 Risks of lack of RAI in grantmaking

Engaging with AI responsibly as grantmakers includes prioritizing AI responsibility when select‑
ing grantees, including grantees who use AI as their main product and grantees who use it opera‑
tionally, empowering grantees to implement best practices for AI responsibility, and ensuring that 
any use of AI in grantee interactions is responsible. Failing to use AI responsibly in grantmak‑
ing activities may result in AI‑enabled grantees causing harm and foundations causing harm to 
non‑profits.

2.2.1 The risk of harm caused by AI‑enabled grantees

Currently, most non‑profit employees use AI tools to some degree. In Google.org’s survey of 4,600 
non‑profits across 65 countries, 58% of respondents said that at least one member of their organi‑
zation uses generative AI in their day‑to‑day work, and 12% said that half or more of the people in 
their organizations use it (Google.org, 2024). If non‑profits use these and other AI tools irrespon‑
sibly, they could undermine the mission they are trying to promote. For example, the AI‑generated 
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texts they create may be inaccurate and contain discriminatory language, and the core products 
that AI non‑profits develop can produce high carbon emissions.

2.2.2 Harms to grantees

Foundations that use AI to assist in the grantmaking process without prioritizing responsibility 
can harm existing and prospective grantees. For example, like non‑profits, foundations’ generated 
texts for communicating with grantees may be inaccurate and use discriminatory language, and 
tools for sorting through applications may also be discriminatory.

3. AI and philanthropists as AI users, buyers, and developers

Currently, AI adoption rates in foundations are low. For example, a recent exploratory study found 
that 52% of 24 European foundations had never used AI or data science, and only 17% had adopted 
AI for both internal and external use (Candela et al., 2024, p. 19). However, like non‑profits and 
other professional organizations, foundations can benefit from AI. Benefits include scaling impact 
by optimizing internal operations, improving giving through data analysis, and developing tools 
for the public good. Failure to embrace or do so responsibly can result in a failure to capitalize on 
these opportunities and risks, as well as negative social impacts, reputational damage, and com‑
petitive disadvantage.

3.1 Opportunities in using, buying, and developing RAI

3.1.1 Scale impact through optimizing internal operations

AI‑enabled tools can optimize internal operations by reducing administrative loads, lowering 
costs, and freeing up time. For example, one workshop participant mentioned an AI‑enabled tool 
for automating accounting tasks, such as invoicing. The tool can read invoices and input informa‑
tion from them into the foundation’s systems.

At the workshop, some philanthropists were weary of focusing too much on efficiency because 
the ultimate goal of philanthropy is positive social impact. However, efficiency is not cross‑pur‑
pose with social good missions, as freed resources can be redirected to the philanthropic mission. 
One participant articulated this point especially well: “AI can create time for philanthropists to 
focus on important strategic points and engage with impact while freeing up time from mundane 
operational work.”

3.1.2 Improve giving by empowering (responsible) data analysis

The adoption of RAI tools can also strengthen philanthropy by enhancing data analysis. In par‑
ticular, workshop participants noted that AI can help analyze qualitative and quantitative data for 
purposes such as improving resource allocation, impact assessment, and understanding contexts. 
For example, as one participant articulated well: “AI can help philanthropy better understand 
giving trends to ensure equity in grant‑making practices and understand impact across different 
socioeconomic demographics.”

The King Baudouin Foundation (KFB) has undertaken such a project. They have built an inter‑
nal database to curate their activities and developed a Natural Language Processing tool to make it 
easy to search through it. In addition, the tool will identify top themes in the current activities. The 
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process need not be very expensive, they do all the work in‑house using Microsoft tools, except 
for hiring an engineer for EUR 3,000 (Candela et al., 2024, p. 10).

3.1.3 Build (responsible) AI tools for public use

Some foundations are developing AI tools for public use. One example is the McGovern Foundation’s 
JournaPilot, built by the foundation’s data team. The tool serves the journalistic community: Using 
LLM, JournaPilot helps journalists turn their articles into social media posts (McGovern, 2023).

3.2 Risks of lack of RAI in using, buying, and developing AI

Engaging with AI responsibly as users, buyers, and developers of AI includes establishing policies 
and implementing best practices for responsible use, procurement, and development. For exam‑
ple, the Technology Association of Grantmakers and Project Evident created a framework for the 
responsible adoption of AI in foundations (TAG, 2023). The Ford Foundation created guidelines 
for the responsible procurement of AI in public administration, which can also be helpful for AI 
procurement in foundations (Ford, 2023). To develop AI responsibly, foundations can use guide‑
lines intended for the private sector or for all sectors, such as the NIST AI Risk Management 
Framework (NIST, 2023). Failing to use, buy, and develop AI responsibly, or at all, may result in 
lagging behind others, negative social impacts, reputational damage, and non‑compliance.

3.3 Lag behind, lose competitiveness, and inability to help grantees

If foundations do not increase their AI adoption, they risk falling behind others in and outside the 
philanthropic sector. Lagging behind may entail a decreased ability to partner with others who 
are more advanced; it can mean a reduced ability to attract talent and an inability to help grantees 
grappling with AI issues. In the words of two workshop participants, if foundations do not adopt 
AI, they would “lose bright and creative minds to commercial players” and

[Lag] behind the ecosystem’s development unable to partner with other players in the eco‑
system. Hence it won’t be able to have any expertise in the field and won’t be able to help 
grantees dealing with direct or indirect AI issues.

3.4 Negative impacts

Like non‑profits, if foundations adopt AI but do so irresponsibly, they may create negative im‑
pacts that undermine their mission. The negative consequences may occur when staff use publicly 
available AI tools or dedicated tools that the foundation buys. For example, a foundation that uses 
AI‑enabled tools in the hiring process may unwittingly discriminate against candidates. The ac‑
tions foundations can take to avoid such outcomes include working internally to raise awareness of 
AI risks and establishing internal policies for responsible use, including AI responsibility metrics 
in diligence and contracting with AI‑enabled vendors.

3.5 Reputational harm and non‑compliance

A lack of AI responsibility in grantmaking can lead to non‑compliance and severe reputational 
damage. For example, a foundation focused on Diversity, Equity, and Inclusion (DEI) whose 
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AI‑assisted hiring decisions discriminate against minorities would be vulnerable to negative press 
coverage for undermining their own mission, and they would potentially be liable for violating 
non‑discrimination laws. Reputational damage and liability can also result from malfunctions of 
the AI system. A case in point is the recent malfunction of an Air Canada chatbot: A traveler whose 
grandmother had died asked the chatbot about the company’s bereavement policy, and the chatbot 
said that they gave refunds for bereavement travel, which was false. When the traveler asked the 
company for a refund, he was denied, because it was not the company’s policy. The traveler sued 
Air Canada and won (Yagoda, 2024). The same can happen to foundations, as any other organiza‑
tion, if they do not prioritize using, buying, and developing AI responsibly.

4 AI and philanthropists as investors

Philanthropy has large sums of money at its disposal. In the US alone, the endowment assets of 
philanthropic organizations are estimated at $1.1 trillion (Schultz, 2024). A survey of 65 US‑based 
foundations indicates that foundations tend not to invest their money in social impact, with only 
5% of them doing so, even though 92% of them were active members of impact investing groups 
(Schultz, 2024). Investing in responsible AI is an opportunity to change this trend – it can increase 
return on investment (ROI) and have a meaningful impact on deep social processes.

4.1 RAI opportunities for philanthropic investors

4.1.1 RAI enables ROI

Responsible AI leads to better social outcomes, but it can also lead to better financial outcomes. 
For example, a McKinsey survey (2021) shows that companies with the highest returns from their 
AI engage in risk mitigation practices more often than others. The reasons may include improved 
compliance, reduced reputational risk, better talent attraction, better product adoption, and im‑
proved product quality (Bevilacqua et al., 2023; Dotan, 2022; The Economist Intelligence Unit, 
2020).

Imagine an AI tool for loan decisions. Responsible development of this tool includes ensuring 
that it provides accurate and fair recommendations across all user profiles, regardless of demo‑
graphics. If this effort succeeds, it means that the product is a better investment – it serves more 
customers, facilitates better business decisions, is less likely to cause scandals, and is less likely to 
violate non‑discrimination and other laws.

4.1.2 Shaping the AI ecosystem and positioning philanthropic  
organizations as leaders

AI is at the heart of consequential global debates. Philanthropists can impact these debates, posi‑
tion themselves as global social leaders, and shape the AI ecosystem in a positive direction by 
understanding these debates and thoughtfully investing in AI companies to promote social good.

One of the major ongoing debates in the AI ecosystem today is whether AI should be open or 
closed source. When AI systems are open source, their code is available to the public. If they are 
close source, the code is unavailable outside the organization that created it.

Famously, the open‑source approach was an important part of the founding ethos of OpenAI, 
as its name suggests, and the first versions of ChatGPT were open (OpenAI, 2015). However, the 
company changed its mind when it released ChatGPT 4. Not only did it refuse to make the code 
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publicly available, but it also refused to release almost any technical details about how it works 
(OpenAI et al., 2023; Vincent, 2023). On the other side of the debate, Meta, IBM, and other 
companies advocated for the open approach, and Meta open‑sourced its LLM model, Llama 
(Lin, 2023).

OpenAI and other advocates of the closed approach argue that AI is too dangerous to make 
publicly available to everyone on the internet. Bad actors could abuse the models and do great 
harm. For example, they could produce and spread mass amounts of disinformation. Moreover, 
some argue that the open approach inhibits competition by compromising companies’ com‑
petitive advantages (OpenAI et al., 2023; Vincent, 2023). Advocates of the open approach, 
such as Rahul Roy‑Chowdhury, the CEO of Grammarly, argue that the open approach to AI 
enhances creativity, innovation, and competition because it lowers entry barriers. The reason 
is that training AI requires the kind of resources that typically only big tech has, so mak‑
ing the code unavailable to anyone else makes it very difficult for smaller actors to enter the 
space. Moreover, Roy‑Chowdhury and other advocates of the open approach argue that open 
code facilitates transparency and is essential to creating safeguards that effectively address AI 
risks (Roy‑Chowdhury, 2023). However, some critics argue that the big companies calling for 
open‑source AI are financially motivated, as companies such as Meta and IBM are “struggling 
to catch up with the rush of attention that OpenAI and its investment partner, Microsoft, are 
drawing” (Lin, 2023).

Much is at stake in the open/close approach debate and philanthropists can position themselves 
as key actors representing civic interests. One of the conference participants pointed out that phi‑
lanthropists have already done so in the past when backing Mozilla, a non‑profit that develops and 
advocates for open‑source software. The participant, who supports the open approach and believes 
it is necessary to promote public good, argues that philanthropic organizations should invest in or 
otherwise fund open‑source AI companies. In doing so, he argued, they would create an alternative 
to companies like OpenAI, similar to how Mozilla created an alternative browser, Firefox. Some 
foundations have already jumped into the debate. For example, the National Science Foundation 
(NSF) is a member of the coalition led by Meta and IBM calling for open‑sourcing AI. However, 
those who support the closed approach, such as another conference participant, argue that philan‑
thropic organizations should be doing the exact opposite – protecting the public from unchecked 
AI use by investing to promote the closed approach.

The debate between the two participants, which unfolded during the conference, illustrates how 
influential philanthropic investments can be in key AI issues that deeply affect society and how 
important it is for philanthropists to carefully consider their position.

4.2 Risks of lack of RAI for philanthropic investors

Engaging with AI responsibility as an investor includes incorporating AI responsibility metrics 
into the due diligence process – when selecting portfolio companies and when selecting asset 
managers. It also includes providing support to both portfolio companies and asset managers to 
help them grow in their AI responsibility journey (see Dotan, 2022 for a framework for responsible 
AI investing for Venture Capital). Neglecting AI responsibility considerations in the investment 
process may lead to missed opportunities for impact and reputational damage from investing in 
technology that undermines philanthropic missions. In addition, investing in AI without under‑
standing the broader social context of the investment may have harmful impacts on consequential 
processes, such as open/closed trends in AI development.
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5. AI and philanthropists as social justice advocates

As discussed at the beginning of the chapter, AI systems have a profound impact on society. Each 
system typically impacts masses of people, and cumulatively, AI systems can make social prob‑
lems even more entrenched than they are now or, alternatively, solve them. This characteristic of 
AI systems means AI is relevant to philanthropists as social justice advocates in all of their roles.

5.1 RAI opportunities for philanthropists as social justice advocates

In addition to engaging AI responsibly in the ways discussed in the previous sections, philanthro‑
pists have an opportunity to lead the way in AI‑related consequential debates by actively advo‑
cating for AI responsibility to regulators. Doing so can amplify civic and marginalized voices, 
balancing the outsized influence that big tech has on AI regulation and the impact of political and 
geopolitical interests.

5.1.1 Big tech’s influence on AI regulation

Big tech influences AI regulation through lobbying, committee work, and shaping academic re‑
search that informs policy. Big tech’s AI lobbying in the US greatly intensified in 2023, to the 
extent that it is reported to have gone on a “charm attack” on legislators (Sayki, 2023; Williams, 
2023). According to these reports, big tech’s influence typically begins by educating lawmakers, 
hoping to win their goodwill before pushing for their desired policies of less regulation. Moreover, 
philanthropic organizations backed by doomsayer tech billionaires have ramped up their lobbying 
efforts (Bordelon, 2024). Renowned experts such as Andrew Ng and Timnit Genbru argue that 
doomsday scenarios, also known as “existential risk,” are exaggerated, distract attention from is‑
sues that need attention, and serve the interests of big tech (Farrell, 2023; Goldman, 2023).

Big tech also influences regulation through participation in committee work. A key example 
is the High‑Level Expert Group on Artificial Intelligence (HLEGAI), a group appointed by the 
European Commission to advise them on artificial intelligence strategy. HLEGAI created guide‑
lines and recommendations that have been central to the Commission’s approach to AI, including 
informing the EU AI Act (European Commission, 2022; Floridi, 2021). Schyns et al. (2021) argue 
that corporations dominated the AI HLEG. About 50% of the group members were corporate rep‑
resentatives, with Google, IBM, and others, having their own seats. Many academics on the com‑
mittee had ties to big tech, and civil society only had a few seats. Moreover, Schyns et al. (2021) 
argue that corporate interests shaped the group’s deliberations. For example, they reported that a 
subgroup of HLEGAI began developing “red lines,” a list of AI applications that the EU would 
ban outright. However, this effort was stifled when industry representatives threatened to leave the 
AI HLEG if it went through.

Last, big tech influences AI policymaking through academic research. Abdalla and Abdalla 
(2021) showed that policymakers rely heavily on academia to advise them on policies. By funding 
many academics and their labs, big tech indirectly influences the policies that might be developed. 
Demonstrating the reach of corporate funding in academia, Ahmed and Wahed (2020) found a pro‑
nounced presence of authors with corporate affiliations in papers accepted to the two prestigious 
AI conferences, the International Conference on Machine Learning (ICML) and the Conference 
on Neural Information Processing Systems (NeurIPS), in 2019: 30% of ICML papers and 35% 
of NeurIPS papers had authors with corporate affiliations in that year. Birhane et al. (2021) show 
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that in the years 2018/2019, 71% of the most cited papers in these two conferences, ICML and 
NeurIPS, had authors with corporate affiliations. Of these, 58% were affiliated with big tech in 
particular.

5.1.2 Politics and geopolitics in AI regulation

Political and geopolitical interests also shape AI regulation. For example, in the US, Demo‑
crats are generally much more active in AI legislation and promote different AI legislation than 
Republicans – with Democrats more focused on fairness and general AI ethics and Republicans 
more focused on national security and data rights (Dotan, forthcoming). Executive Orders are 
another arena of political struggle in the US as Biden revoked two AI Executive Orders made 
by Trump, EO 13971 and EO 13943, and recently, Trump announced that if he gets elected in 
the 2024 election, he will revoke Biden’s most recent AI Executive Order, EO 14110 (Hutton, 
2023).

Geopolitically, AI regulation reflects and may intensify global power struggles. For exam‑
ple, both of the abovementioned Trump EOs pertain to the tension between the US and China, 
aiming to constrain Chinese companies in AI and data‑related issues. Falajiki (2023) and others 
argue that the US‑China power struggles around AI and its regulation negatively impact Africa. 
Africa, Falajiki argues, has become a battlefield in the countries’ race for AI supremacy, which 
set in motion a competition over who would decide on the techno‑moral standards for respon‑
sible AI adoption. Moreover, he argues, both countries are investing large sums of money to 
sway Africa in their direction, which may bifurcate the continent and endanger its ability to 
benefit from AI:

[D]ifferences in the American and Chinese approaches have significant potential to cause a 
technology governance fragmentation – a bifurcation of AI ethics and governance in Africa. 
Such a bifurcation, even if it ultimately proves feasible to implement, has significant poten‑
tial to impede the benefits Africa can reap from full participation in the AI space.

5.2 Risks of lack of RAI engagement for philanthropist social justice advocates

A lack of philanthropic involvement in AI advocacy may result in more social harm from AI sys‑
tems and harm to philanthropic institutions themselves due to a loss of trust in them.

5.2.1 Negative social impact

As several of the workshop participants pointed out, a key consequence of staying out of AI ad‑
vocacy is leaving much power in the hands of big tech to shape the future of the technology and 
society. In the words of three of the participants, key consequences include: “Leaving the field for 
negative big‑tech influence,” “AI will become big tech exclusive and could remove realistic op‑
tions for choice,” and “Leaving it to big tech to shape our digital future.”

5.2.2 Irrelevance, loss of trust, and breach of social contract

Since AI is pivotal to social justice issues, not increasing involvement with RAI through regula‑
tory advocacy or in other ways may harm philanthropy’s reputation to the point of losing trust in 
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philanthropic institutions. This negative consequence was the one that workshop participants wor‑
ried the most about. For example, as some have articulated:

• They may become irrelevant and lose their legitimacy because of a lack of action on such an 
important societal cross‑cutting topic;

• It will fail civil society – and the communities they represent – who all need to have a central 
voice in the AI future;

• Risk of no impact and irrelevance and thereby a breach of social contract on the use of precious 
public capital.

6 How philanthropists can increase their engagement with RAI

The previous sections included examples of activities philanthropists can take on to increase their 
engagement with RAI in their various roles. This section identifies and describes activities that are 
relevant across all philanthropic roles.

6.1 Self‑educate and self‑regulate

As with many other subjects, AI responsibility starts with awareness and education. People with 
non‑technical backgrounds sometimes feel insecure about AI because they lack the expertise to 
fully comprehend technical details about how AI works. However, first, a basic understanding of 
the technology is sufficient. Second, the key skill to hone is understanding how the use of AI sys‑
tems may impact society, e.g., how it may impact social dynamics and power structures. Activities 
of this kind are often within philanthropists’ wheelhouses.

In addition to educating themselves about AI responsibility, deciding on internal policies, pro‑
cesses, and guardrails is essential to ensure responsible engagement with AI in any relevant roles.

6.2 Create public resources customized for foundations

Publicly available resources on AI responsibility can help foundations and individuals upskill, 
especially small foundations and their employees, who may be more constrained. Helpful re‑
sources include educational materials, case studies, and guidelines for the responsible use of AI 
in philanthropy.

Some resources are already out there. For example, the Technology Association of Grantmakers 
(TAG), in collaboration with Project Evident, released the “Responsible AI Adoption Framework” 
(TAG, 2023), with guidelines for the responsible adoption of AI tools in foundations. InfoTech has 
created a library of generative AI use cases in non‑profits and professional associations (InfoTech, 
2023). Fundraising.ai has a repository of educational videos and other materials (Fundraising.ai, 
2024).

6.3 Fund RAI and organizations and activities

Funding to support RAI includes organizations that develop responsible AI products that contrib‑
ute to positive impact, organizations or projects that promote AI responsibility in the ecosystem 
(such as diversifying the ecosystem or offering services to support AI responsibility), and activities 
to promote AI responsibility in non‑profits (such as education to the non‑profit personnel).
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6.4 Vet and support vendors, non‑profits, and portfolio companies

When conducting due diligence for any purpose – grantmaking, procurement, or investing – it is 
essential to ensure that the organization, company, or service governs their AI responsibly, follow‑
ing industry standards and ensuring their AI usage is aligned with relevant philanthropic missions. 
A vetting process is important not only for organizations whose core activities incorporate AI but 
also for organizations that use AI‑enabled assistive tools. Moreover, especially for grantees and 
portfolio companies, it is crucial to support them as they grow in their AI responsibility. The sup‑
port may include educational materials and access to experts who can guide them (for an example 
of a framework for responsibly investing in AI, see Dotan, 2022).

6.5 Collaborations and coalitions

Workshop participants were most enthusiastic about collaborations and coalitions to support in‑
creasing RAI engagement in philanthropy. The coalitions would allow the pooling of resources, 
avoiding duplicating effort and achieving synchronization between foundations, which can am‑
plify the impact of the work. For example, some of the suggestions are as follows:

• Form a coalition to fund a code of conduct, best practices, and toolbox to rely on;
• Larger foundations or coalitions could develop tools such as a self‑audit for AI tools;
• Pool resources to support – at scale – technical capacity building and responsible engagement 

with AI across civil society.

7 Conclusion

This chapter is a call for action to increase philanthropy’s engagement with responsible AI across 
all the roles it plays: as grantmakers, users, buyers, developers, investors, and advocates of so‑
cial justice. The chapter identifies many advantages of doing so, from creating impact in new 
ways through funding AI‑enabled non‑profits to shifting the AI ecosystem through investments 
to establishing global leadership through regulatory advocacy. The chapter also identifies many 
negative consequences that philanthropists may face if they do not increase their engagement with 
responsible AI, from causing negative social impact to irrelevancy and breach of social contracts. 
Last, the chapter identifies activities philanthropists can take on to increase their engagement with 
responsible AI across all their roles, adding to suggestions for particular roles made throughout 
the chapter. Meaningful change can happen through self‑educating and self‑regulating, creating 
public resources tailored for foundations, vetting and supporting vendors, non‑profits, and portfo‑
lio companies, and establishing coalitions of philanthropists to move the sector forward together.
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The Routledge Handbook of Artificial Intelligence and Philanthropy provides a robust foun‑
dation for understanding and harnessing the potential synergies between AI and philanthropy, 
bringing together contributions by leading academics, artificial intelligence (AI) specialists, and 
philanthropy professionals. Through multiple disciplinary and professional lenses, contributors 
unveiled the multifaceted relationship between the two fields – from mapping the application of 
AI within the philanthropic sector and advocating for philanthropy’s role in guiding the future 
development of AI in a responsible way to evaluating ethical considerations and risk mitiga‑
tion strategies. To complement this theoretical knowledge, case studies have provided practical 
examples of how AI can aid philanthropies’ work and how philanthropic organizations (POs) 
can champion ethical principles to guide future developments of AI. Importantly, this multi‑
disciplinary approach has allowed for a nuanced discussion on the intersection between AI and 
philanthropy, not only bringing opportunities and challenges to the forefront but also remarking 
that the underuse of this technology within the non‑profit sector may in itself be a form of misuse 
that needs to be addressed.

One central value guiding this Handbook has been the importance of enabling collaboration 
between scholars and practitioners in shaping the future of AI and philanthropy. We strived to 
fulfill this goal by bridging the divide between research and implementation, academia, and 
industry, to demonstrate the power of collective intelligence in developing innovative solutions 
that address real‑world challenges and maximize social impact. In this spirit, a first milestone in 
providing opportunities for collaboration through interactive exchanges among experts has been 
the first international conference on Artificial Intelligence and Philanthropy hosted in March 
2024 by the University of Geneva’s (UNIGE) research team on AI and philanthropy and the 
Geneva Centre for Philanthropy (GCP).1 The conference gathered prominent scholars and prac‑
titioners in the field to create a space for critical thinking and multi‑stakeholder dialogue on 
these two subjects. Comprising a series of interactive thematic sessions, workshops, and a public 
conference with a keynote speech by Prof. Luciano Floridi, the conference unveiled many areas 
of fruitful debate that clearly delineate some of the most pressing priorities for future research, 
detailed below.
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Insights from the AI and philanthropy conference

The AI and philanthropy conference had a dichotomous structure, similar to the present Hand‑
book, with a first thematic session dedicated to discussing how AI can be used to support philan‑
thropic work and a second one on how philanthropy can shape the use and development of AI. 
These two perspectives were then brought together in a final session examining the future roles of 
philanthropy for AI and AI for philanthropy.

The first thematic session, AI for Philanthropy, explored the opportunities, challenges, and 
ethical considerations for adopting AI in the philanthropic sector. Within the most relevant oppor‑
tunities, the main fields of importance identified were environmental conservation, education, and 
fundraising, parallel to the critical need to develop better data philanthropy practices built on top 
of the open‑source movement. In addition, several important challenges were also identified, the 
most important being fostering AI literacy and expertise among philanthropists and sector experts. 
Ethical considerations were also discussed, especially those regarding potential biases, the need 
for transparency, accountability, and cybersecurity – the latter being a crucial area to be addressed. 
Words of caution were spoken about the data being fed into AI systems, given the imperative of 
protecting sensitive information and following applicable privacy regulations (many of which are 
either absent or underdeveloped, lagging behind the technology’s exponential use in society). A 
common viewpoint emerged: philanthropy could, and perhaps should, play a critical role in shap‑
ing AI regulation, serving as an accountability interim body rooted in the collaboration between 
non‑profits, policymakers, and regulators.

This first session was followed by the Ethical and Inclusive AI empowered by Philanthropy 
session, which focused on the ethical debate. Here, panelists emphasized the importance of ensur‑
ing AI’s usage for the betterment of societies and the minimization of risks posed by this technol‑
ogy. In this respect, it remarked how POs have crucial roles to play in (a) shaping the development 
of responsible and democratic AI solutions and (b) promoting its ethical and inclusive use. To 
achieve this, two essential milestones were identified. First, the need to establish international 
guidelines on ethical AI, which requires collaboration between governments, industry leaders, 
and philanthropic organizations. Second, the importance of empowering underrepresented groups 
in AI’s development and use, such as open‑source communities or vulnerable populations with 
scarce access to technology and education. Philanthropy can support these by providing resources 
and funding to mission‑aligned researchers, developers, and organizations helping to close the 
digital divide (Sanders & Scanlon, 2021). However, the complex and fast‑evolving nature of 
AI development calls for an imminent and proactive action of philanthropy toward shaping its 
trajectory. This requires preventive and proactive intervention led by networks of philanthropists, 
governments, industry leaders, and the civil society in an institutionalized manner, as opposed to 
the current status quo of delayed crisis response interventions after harm already took shape. In 
doing so, early intervention, cooperation, and strategic planning are essential to ensure that AI 
is developed and used in a way that prioritizes ethical considerations and ultimately holistically 
benefits society.

The closing debate was centered on discussing The Future of AI and Philanthropy. Experts 
shared cases and identified philanthropy’s role in shaping the future of AI, emphasizing the need 
for dynamic adaptation in the face of rapid technological change. To remain competitive and be‑
come competent in the field of AI, philanthropy must invest in learning, share use case experience, 
forge meaningful partnerships, and build a collaborative network of action. Moreover, philan‑
thropy has a unique opportunity to amplify the voices of civil society, including marginalized 
communities, in shaping the agenda for AI development and applications that benefit humanity. 
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Numerous cases were highlighted of the involvement of civil society in the matter, such as for 
tackling climate change response, global health, and cultural sovereignty. As philanthropy gets 
empowered in AI adoption, it has the potential to emerge as a force in debating and addressing 
the potential risks and unintended consequences of AI. By taking a leading role in promoting re‑
sponsible AI, philanthropy can advocate for safe digital identity systems, build trust in AI through 
transparency, and sound the alarm on unacceptable risks that AI may pose to societies.

Recurrent topics in the AI and philanthropy conference

Ethics Ethical dimensions associated with AI development and implementation
Opportunities Emerging possibilities by philanthropy adopting AI 
Challenges Hurdles faced with AI implementation
Guidelines Need of framing universal standards regulating AI usage
Empowerment Elevating the representation of underserved demographics in AI
Responsibility Encouragement for thoughtful approaches to AI design and use
Security Vulnerabilities arising due to increased reliance on digital tools and AI
Use cases Example success stories from philanthropist adopting AI solutions
Collaboration Endorsement of within‑ and cross‑sector partnerships to drive AI innovation
Education Need for philanthropist to increase their knowledge about AI

In addition to the thematic sessions, a spotlight session was held by a representative of the 
World Economic Forum (WEF), a non‑profit foundation, to showcase the applicability of AI tools 
within non‑profit organizations. This session presented a practical use case of how the WEF lever‑
ages AI to manage the knowledge it generates and shares with the broader society, as well as the 
use of generative AI to increase its operational efficiency. Specifically, the WEF has built its own 
Generative Pre‑Trained Transformers (GPT) based on its internal data to help staff navigate and 
support their day‑to‑day operations. The session detailed the multiple steps taken by the WEF dur‑
ing the development and implementation phases, demonstrating how a small pilot project evolved 
into a company‑wide tool. While the value of this customized GPT still needs to be assessed, staff 
testimonials show positive reactions to this day. This case study offered a valuable example of how 
organizations can tailor AI technologies to meet their specific needs rather than having to adapt to 
pre‑existing AI tools. For the non‑profit sector, where ethical and practical concerns often hinder 
technology adoption, such an approach may prove to be more suitable. In addition, the WEF’s 
Strategic Intelligence tool, partially freely available online, leverages trusted external data (e.g., 
white papers and news articles from well‑established providers) to inform users on global issues 
such as climate change or geopolitical topics.

Future perspectives and learning opportunities

This Handbook has been conceived to set the stage for future research endeavors at the intersection 
of AI and philanthropy. The regional and country level differences characterizing POs’ relation‑
ship with AI, in particular, call for further scholarly attention. As this book has already brought for‑
ward, the intersection of AI and philanthropy is not a homogeneous phenomenon across countries. 
A number of external factors, including, but not limited to, state regulation, availability of tech‑
nological resources, and the maturity of the non‑profit sector, influence philanthropies’ interaction 
with AI technologies. To break down barriers for POs to better understand and use AI innovations, 
it is necessary to understand what these differences and commonalities are.
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The collection, centralization, and dissemination of information on POs’ current use of AI is 
another important research endeavor that needs pursuing. Having a baseline understanding of 
where the philanthropic sector is when it comes to technology (and AI in particular) and where it 
wants to go is important for the formulation of recommendations that speak to the sector’s needs. 
Surveys are important starting points, as they allow to collect information directly from POs and 
assess where the sector currently stands in respect to AI technology and what are the obstacles and 
opportunities. The survey launched by UNIGE’s research team on AI and philanthropy,2 which 
provides information on the current and potential use of AI in Swiss philanthropic organizations, 
and the survey recently organized by Philea to corroborate its study entitled Data Science, AI 
and Data Philanthropy in Foundations: On the Path to Maturity3 are two first steps in this direc‑
tion. Surveys are also central for identifying best practices and informative case studies. Ongoing 
research endeavors on AI and philanthropy as well as philanthropic organizations intending to 
engage with AI could indeed largely benefit from a collection of case studies bringing together 
insights on how POs have either effectively integrated AI technologies or successfully advocated 
for the implementation of regulatory norms promoting responsible AI in their work.

In addition to research, the Handbook and international conference have further highlighted 
POs interest and need to build up their internal AI know‑how. This knowledge‑building can occur 
in a variety of forms, some of which we illustrate below.

The AI Learning Journey and beyond

The AI Learning Journey is a hands‑on AI education and training initiative tailored for philan‑
thropists in Switzerland. It emerged as a Stiftungschweiz initiative that, from its early stages, 
was designed as a cross‑sector collaboration involving industry (Stiftungschweiz and PeakPri‑
vacy), philanthropy (SwissFoundations), and academia (University of Geneva, Geneva Center 
for Philanthropy). At the end of its first yearly cycle, its success is renowned since the journey is 
a path of learning and building together, where all participants collaborate to build responsible 
and secure AI tools to automate philanthropic internal operations, communications, and partner 
matching among others. You may find additional information in the links of Stiftungschweiz4,5 and 
SwissFoundations.6

Similarly, the Technology Association of Grantmakers put together a Responsible AI in Phi‑
lanthropy Guide.7,8 Additional resources on AI Ethics can be learned from Prof. Luciano Flori‑
di’s – director of the Digital Ethics Center at Yale University – YouTube Lectures9 and TechBetter’s 
Workshops and Resources.10 Similar topics are also covered by ImpactIA Foundation’s Projects 
and Workshops11 and by the CyberPeace Institute.12

There are plenty more resources to mention, among which are books (The Technology Fallacy: 
How People Are the Real Key to Digital Transformation),13 blogs summarizing current AI devel‑
opments (AI Tidbits),14 the general AI Community (HuggingFace),15 and of course the MOOC on 
Coursera and other similar platforms.

If you are interested in joining a network to shape the future of AI and Philanthropy, feel 
free to reach out to us!

Notes
 1 https://www.unige.ch/artificial‑intelligence‑philanthropy/international‑conference
 2 https://www.swissfoundations.ch/fr/actualites/current‑and‑potential‑ai‑use‑in‑swiss‑philanthropic‑ 

organizations‑survey‑results/

https://www.unige.ch
https://www.swissfoundations.ch
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 3 https://philea.issuelab.org/resource/data‑science‑ai‑and‑data‑philanthropy‑in‑foundations‑on‑the‑path‑ 
to‑maturity.html

 4 https://stiftungschweiz.ch/blog/en/artificial‑intelligence‑new‑rules‑of‑the‑game‑for‑philanthropy‑a‑ 
learning‑journey

 5 https://stiftungschweiz.ch/blog/wp‑content/uploads/2023/11/StiftungSchweiz‑AI‑in‑Everyday‑Philanthropy‑ 
Learning‑Journey‑29.11.2023.pdf

 6 https://www.swissfoundations.ch/aktuell/insights‑from‑the‑learning‑journey‑ai‑in‑everyday‑philanthropy/
 7 https://www.tagtech.org/page/AI
 8 https://www.tagtech.org/wp‑content/uploads/2024/01/AI‑Framework‑Guide‑v1.pdf
 9 https://www.youtube.com/user/floridi
 10 https://www.techbetter.ai/
 11 https://impactia.org/
 12 https://cyberpeaceinstitute.org/
 13 https://mitpress.mit.edu/9780262545112/the‑technology‑fallacy/
 14 https://www.aitidbits.ai/
 15 https://huggingface.co/
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